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Abstract: Based on the research of complexity and non-linearity of aero-engine exhaust gas temperature (EGT)
system, a regularization adaptive chaotic prediction model applied in short time forecasting of EGT was proposed.
In this research, we develop a new hybrid particle swarm optimization (HPSO) arithmetic in order to improve
the accuracy of the forecasting model. This arithmetic enhanced the ability of dealing with integer variables and
constraints by adding and changing some manipulations to fit in with optimizing continuous and integer variables.
The test results are based on QAR data supplied by a civil airline company, and show that the proposed framework
performs better than the traditional chaotic forecasting model on prediction accuracy. Therefore, this arithmetic is
efficient and feasible for a short-term prediction of aero-engine exhaust gas temperature.

Key–Words: Exhaust gas temperature (EGT); Regularization; Adaptive chaos prediction ; Hybrid particle swarm
optimization(HPSO); Principal component regression(PCR);Aero-engine.

1 Introduction
Advanced monitor and prognostic schemes to deter-
mine engine condition is important for modern civil
aircraft in order to reduce unnecessary maintenance
action and improve aircraft safety. Thus, the cur-
rent estimates of engine condition are necessary be-
fore upcoming fights to avoid delays. In fact, ab-
normality of engine can be identified by monitoring
performance parameters of engine. Therefore, we
can accurately realize the engine condition monitor-
ing and fault prognostic by predicting various per-
formance parameters.The prediction on engine per-
formance parameters can provide adequate time and
decision-making basis for the prevention and trou-
bleshooting, which is important for the effective im-
plementation of aero-engine condition monitoring and
condition-based maintenance.

At present, many domestic and foreign experts
and scholars in the research of on-wing engine short-
term forecast have researched several methods and
made vary degrees of results. In [1-3], time series
model based on performance parameters trend predic-
tion of aero-engine were proposed, but those tradition-
al time series analysis models were a linear model for
smooth, zero-mean, normally distributed random se-
quence, so it is not suitable for non-linear forecast-
ing. In [4], a chaos arithmetic for civil aero-engine
forecasting model was built and solved by ordinary

least squares (OLS), the model existed the serious
multicollinearity that will increase the predicting er-
ror. Some researchers and scholars forecasted engine
systems reliability by neural network mode[5], they
improved BP neural network to dynamically forecast
read-time, but the over learning and unstable training
of neural network were insurmountable problems. In
[6], the Kalman filter method was proposed to esti-
mate the aero-engine health parameters. Kalman filter
shows its superior ability in solving forecasting prob-
lem and improving the prediction accuracy of time se-
ries model. In fact , the efficiency of Kalman filter is
difficult to evaluated because of promiscuous noise.

Aero-engine system is a time-varying, nonlinear,
non-stationary, stochastic system, so this paper will
adopt a short-term chaotic prediction model of en-
gine performance parameters EGT. With the shorten
prediction time interval, the short-term requirements
of prediction accuracy of the performance parameters
would be higher. The parameters of a chaotic pre-
diction model include integer variables and continu-
ous variables, so we need to select the appropriate
mixed-integer optimization algorithm [7][8] for op-
timal estimation of nonlinear on-wing engine perfor-
mance parameters. The hybrid particle swarm opti-
mization algorithm is a kind of the optimization al-
gorithms, which adaptively selects the embedding di-
mension, delay time, the number of adjacent points
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and the regularization parameter to obtain better pre-
dicted outcome than fixed values of these parameters.

Modern heuristic algorithms are considered as ef-
fective tools for nonlinear optimization problems [9].
The objective function is not necessary to be differ-
entiable and continuous in these algorithms. A parti-
cle swarm optimization (PSO) is one of the modern
heuristic algorithms [10][11] and can be applied to
nonlinear and non-continuous optimization problem-
s with continuous variables. It has been developed
through simulation of simplified social models. A hy-
brid PSO (HPSO) adds a selection mechanism of evo-
lutionary computation (EC) to PSO and it can gen-
erate a high-quality solution within short calculation
time [12].

In this research,we propose on-wing engine per-
formance parameters regularization adaptive predic-
tion model using an HPSO. The proposed method
can greatly improve on-wing engine short-term fore-
cast accuracy and efficiency, and effectively overcome
the problem of strong non-linear, random and difficult
prediction of the aero-engine exhaust temperature sys-
tem.

This paper is organized as follows. Firstly, we
take the EGT time series analyzing in section 2. Sec-
tion 3 presents the operation of the adaptive chaos pre-
diction algorithm based on regularization. We intro-
duce the evaluation function and algorithm’s detail. A
improved hybrid particle swarm optimization are giv-
en in section 4. Flow chart of algorithms is discussed
in section 5. Section 6 discusses and compares result
of prediction. A conclusion will be drawn in section
7.

2 Time series analyzing
2.1 EGT’s modification

High quality of data is necessary before processed by
any arithmetic theories. But actual data are always
disturbed by all kinds of factors and can not meet re-
quirement of arithmetic processing , therefore, actual
data must be processed before modeling to decrease
chaos as much as possible.

Conditions of the environment (such as outside
overall temperature) of an airplane in different flight-
s are different. On principle of the relative theory of
aero-engine, the important performance parameters of
the same motor under different working conditions,
are different greatly, thereby actual performance pa-
rameter data acquiring from different flights cannot be
compared directly. According to this problem, similar
theory offers a good method to eliminate influence on
performance parameters of aero-engine caused by d-
ifferent working conditions.

Similar theory indicates that, on the precondi-
tion of geometrical similarity, if ratios of cognomi-
nal physical measures at corresponding sections are e-
qual to each other respectively, working states of aero-
engine are similar without considering the all kinds of
different working environment aero-engine undergo-
ing. Plenary and necessary condition of the similarity
of one motor’s working state is conservation of the
flight Mach number and the conservation rotational
speed.

According to the similar theory of aero-engine,
EGT can be modified to the same atmospheric con-
dition to eliminate the influence of different work-
ing conditions on aero-engine performance parame-
ters and enhance the comparable of different flight da-
ta[13].

EGT cor =
EGT raw

θT2
(1)

θT2 =
273.15 + TAT

288.15
(2)

Where EGT cor is the standardized EGT data,
EGT raw is the original data; TAT is the total air
temperature.

2.2 Outliers detection
Outlier is defined as an observation that deviates too
much from other observations that it arouses suspi-
cions that it was generated by a different mechanis-
m from other observations [15]. The identification of
outliers can lead to the discovery of useful and mean-
ingful knowledge and has a number of practical appli-
cations in areas such as transportation, ecology, public
safety, public health, climatology, and location based
services. Recently, a few studies have been conducted
on outlier detection for large data set [16]. However,
most existing research focuses on the algorithm based
on special background, compared with outlier detec-
tion approach is still rare. This paper adopts one tech-
nique which is based on traditional outlier detection
techniques.

S is regarded as the standard deviation of a mea-
surement [14].

S =

√∑n
i=1 (xi − x̄)2

N − 1
(3)

Where x1, x2, , xN is the observed time series, N
is the length of this series, x̄ is the average of this se-
ries. If xi − x̄ > 3S , the data xi should be detected ;
then x̄ and S should compute again.
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3 Adaptive chaos prediction algo-
rithm based on regularization

Nonlinear analysis methods developed in nonlinear
dynamics systems are applied to time series data in or-
der to capture as much of the underlying structure as
possible. One key question is whether the dynamics
of the system can be reconstructed on the basis of the
data given. Based on the case in which the considered
system is deterministic, the dynamics unambiguously
evolves one state in phase space into another. There-
fore, the reconstruction of phase space is a fundamen-
tal problem that plays the key role in many applica-
tions: as long as the state space reconstruction remain-
s unjustified ,all of the consequent analysis may be
wrong. From this point of view, we discuss the phase
space embedding of realistic signals in the example
of the aero-engine performance parameters. An intro-
duction to nonlinear dynamics is found in [17][18].
An account of nonlinear time series methods is given
by [19].

Let the observed chaotic time series be denot-
ed by{xn}Nn=1 .Following the approach introduced by
Packard et al. [20], and a firm mathematical basis put
on by Taken [21], we reconstruct a phase space as be-
low. The phase space is

Sn = (xn, xn−τ , · · · , xn−(m−1)τ ) ∈ Rm (4)

n = (m− 1)τ + 1, (m− 1)τ + 2, · · · , N , Where τ is
the delay time, m is the embedding dimension and N
is the length of the signal.

Indeed, the reconstructed phase space can be con-
verted into a multi-input single-output (MISO) model.

3.1 Regularized estimation
For forecasting of chaotic time series, the most com-
monly used approach is the phase space local approx-
imation method [22] which predicts by interpolation
based on neighbouring data points in the reconstruct-
ed phase space. Since this method of relying on the
neighbouring data points ignores the dynamic infor-
mation included in the entire system, the forecasted
value may suffer a great error when some neighbour-
ing data points are unusual.

Assume thatsT is the state vector occurred in time
T. we will predict the value of xT+1,which occurred
after one step. Prediction model is expressed as.

ˆxT+1 = ˆGST = c0 + c1xT + c2xT−τ+
· · ·+ cmxT−(m−1)τ + e

(5)

Here c0, c1, · · · , cm are undetermined coefficients
and e denotes random error. E(e) = 0 and

V ar(e) =constant. Calculate the Euclidean distance
between the target points sT and various reconstruc-
tion vectors. Let Sαk

(k = 1, 2, · · · ,K) be the nearest
neighbouring points of the target points sT .

Sαk
= (xαk

, xαk−τ
, · · · , xαk−(m−1)τ ) (6)

The problem is transformed to sake the
c0, c1, · · · , cm, that meet the following matrix
equation

y = Xc (7)

Where

y = [xα1+p, xα2+p, · · · , xαK+p] ∈ RK (8)

X =


1 xα1 · · · xα1−(m−1)τ

1 xα2 · · · xα2−(m−1)τ
...

...
...

...
1 xαK · · · xαK−(m−1)τ

 (9)

If the matrix XXT is invertible, the above equa-
tion can be expressed as

cOLS = (XTX)−1XT y (10)

cOLS is regarded as the ordinary least square estima-
tion, abbreviated as OLS.

According to singular value decomposition
(SVD) theorem:

X = UΣV T (11)

Where,

Σ =


σ1 0 · · · 0
0 σ2 · · · 0
...

...
...

...
0 0 · · · σr

 (12)

U = [u1, u2, · · · , ur] ∈ Rk×r,

V = [v1, v2, · · · , vr] ∈ Rm×r

To take (11) into (10), we get

ˆcOLS =
r∑

i=1

(ui, y)

σi
vi (13)

Because the smallest singular values will make
the larger variance of the least squares estimation. In
order to reduce this effect, we remove the latter q item-
s expression of the least-squares estimation, which is
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called principal component regression estimation, ab-
breviated as PCR. Above formula (13) becomes

ˆcPCR =

q∑
i=1

(ui, y)

σi
vi (14)

where q is called the number of factors.

3.2 Method of selecting parameters K
The main steps of selecting parameters K[22] are as
following.

Step1:Take K = 2m+ 1, 2m+ 2, · · · , 2m+ 10.
Step2:Each of the above K calculate in accor-

dance with the following formula.

H = X(XXT )−1XT (15)

D(K) = tr(H) (16)

s(K)=
[Y −X(XXT )−1XTY ]T [Y −X(XXT )XY ]

K −D(K)
(17)

Step 3: Choose the smallest K ,which makes the
minimum of s(K) . Denoted K*;

Step 4: Construct a local prediction model ac-
cording to K*.

3.3 Evaluation function
In the practical application, a part of the time series
is usually used for training, the other part for veri-
fying. If the difference that between predictive val-
ue and actual value is fewer, the model is more ideal.
This paper adopts the normalized mean squared error
(NMSE) value as the evaluation function of the pre-
diction accuracy, it can be defined as:

NMSE =
MSE

V AR
(18)

Here V AR is the variance of the sequences; MSE is
the mean square error of time series.

3.4 Chaotic forecasting arithmetic for aero-
engine

When the matrix X is not full rank or its condition
number is too large in the equation (11), the estimated
parameters are unreliable. So it requires that improved
X which is full rank and whose condition number is
not greater than a given positive number M1 to ensure
the robustness of parameter estimating. To further re-
duce the PCR error, regularization parameter q should
be a different value when the different target is pre-
dicted. Specific steps are as follows:

Step 1: Select the embedding dimension m, the
delay time τ , threshold of the condition M1 and
threshold of determining the number of factors M2,
which are determined according to a new (HPSO) al-
gorithm, which will be seen in section 4.They are
greater than zero;

Step 2: Using the method of section 3.2, adaptive-
ly determine K-the number of the nearest neighbour-
ing points and construct X, then X do SVD process-
ing;

Step 3: If σ1/σr⟨M1, then is taken. Otherwise,
perform step 4;

Step 4: r = r − 1; σr = σr−1;
Step 5: Repeat step 3 and step4 until σ1/σr⟨M1;
Step 6: Determine the appropriate embedding

dimension. Using the singular value of X from
3.1 content, find out the value of q, which meet
σ1/σr⟨M2(i = 1, 2, · · · , r) and the maximum sub-
script;

Step 7: If m0 = m , compute c0, c1, · · · , cm ac-
cording to equation (14). Then use equation (5) to
predict;

Step 8: For the new target point, we repeat the
above steps until the end.

4 Hybrid particle swarm optimiza-
tion arithmetic

4.1 Objective function and constraints
The objective function and constrains are constructed
according to sector 3.

minNMSE(m, τ,M1,M2)
s.t.M1 ≥ M2

ML
1 ≤ M1 ≤ MU

1

ML
2 ≤ M2 ≤ MU

2

m ∈ {mL, · · · ,mU}
τ ∈ {τL, · · · , τU}

(19)

where L represents the lower property value and U
represents the upper property value.

4.2 Definition
PSO algorithm defines each particle as a potential so-
lution to a problem in D-dimensional space. At each
iteration, the particle’s position is updated by a s-
tochastic velocity which depends on its previous ve-
locity, its own previous best solution and that of its
neighbourhood. For standard PSO, the i-th particle’s
position and velocity updating formulas are given by:
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vij(t+ 1) = wvij(t) + c1r1(pbesti,j(t)− zij(t))+
c2r2(gbestj(t)− zij(t))
zij(t+ 1) = zij(t) + vij(t+ 1)

(20)
Where i = 1, · · · , N, j = 1, · · · ., D; N is the

population size of particle swarm; zi(t) and vi(t) are
the position and velocity of particle i at time step t;
respectivelypbesti,j(t) is the personal best position of
particle i; gbestj(t)is the best position found by the
neighbourhood of particle i; w is inertia factor; c1 and
c2 are acceleration coefficients; r1and r2 are random
numbers uniformly distributed in [0, 1].

4.2.1 Constraint matrix
Create a N × 1 dimensional constraint matrix C to
reflect whether the solutions meet the constraints of
each situation or not. The value of the matrix elements
will compute according to the following formula.

ci =

{
0, M1 ≥ M2, (21a)
M2 −M1, otherwise. (21b)

If ci = 0,zi is the feasible solution. Otherwise,
it isn’t the one. We calculate the degree of constraint
violations according to the following formula.

A(zi) = ci (22)

4.2.2 Pareto dominance
All the dominant individual zi of the current popula-
tion pop(t) are denoted by

DSi = {zl ∈ pop(t) : zl < zi} (23)

Then the degree of being dominated ofzi can be
recursively expressed as

D(zi) = 1 +
∑

l∈DSi

D(zl) (24)

4.3 Creation and transformation of several
operating

In order to adapt to solve mixed-integer nonlinear pro-
gramming (MINLP), it requires the algorithm to en-
hance the processing capacity of constraints and inte-
ger variables. In this paper, we present some creation
and transformation related with operations of particle
swarm optimization (PSO) algorithm.

4.3.1 Velocity and position update
The flight speed of particle gradually become smaller
as the iteration, which make species diversity gradu-
ally disappeared ,and thus species fall into local op-
timum. To this end, we can use local minima of the
particle information to adjust the update formula of
the speed of each component in order to maintain the
diversity of the population [24][25]. In the four com-
ponents, we randomly select N1 = ceil(4∗Pm) com-
ponents. Then update their velocity according to the
following formula (25).

vij(t+ 1) = wvij(t) + r(gbestj(t)− zij(t)) (25)

From the remaining 4-N1 components we ran-
domly selected N2 = ceil((4 − N1) × Pc) com-
ponent. Then according to their velocity,update the
following formula(26).

vij(t+ 1) = wvij(t) + r(pbestij(t)− zij(t)) (26)

Finally, the remaining 4-N1-N2 components are
updated in accordance with the following formula
(27).

vij(t+1) = wvij(t) + r1(pbestu(i),j(t)− zij(t))

+ r2(gbestj(t)− zij(t))
(27)

Where vij(t) denotes the j-th component of the
speed of the particle i at time step t; ceil is a func-
tion of rounding up; Pm and Pc are the pre-set prob-
ability, here they are selected as 0.5; w is the inerti-
a weight; r,r1andr2 are random numbers uniformly
distributed in [0,1]. pbestij(t) can represent the j-th
component of local optimum of the particle i at time
step t, gbestj(t) is the j-th component of the global
optimum at time step t; pbestu(i),j(t) is the j-th com-
ponent of local optimum of the particle at time step t
and u(i) is a random number uniformly distributed in
[0, N]; N is the number of populations.

Particle’s position is updated according to the fol-
lowing formula (28).

zij(t+ 1) = zij(t) + vij(t+ 1) (28)

Where zij is the j-th component of position of the
particle i at time step t .

4.3.2 Rounded to the integer variable accordance
with the probability

A particle zi updates its velocity and position accord-
ing to equations (25) ∼ (28). In order to ensure that in-
teger variables are integer-values,we need to take the
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rounding operation. The distance function[7] is de-
fined as:

dij
(k) = |zi,n+j − yjk|;

i = 1, · · · , N, j = 1, 2, k = 1, · · · .,mj
(29)

Where dij
(k) is the absolute distance between in-

teger variables zi,n+j and the k-th value yjk of the
range; mj is the number of integers, which are con-
tained in the j-th variable. If dij(k) ̸= 0, zi,n+j is not
an integer. Then, we should take the rounding oper-
ation. We select the k-th value of the range by the
following formula (30) to calculate the probability of
pij

(k).

pij
(k) =

1

dij(k)
/

mj∑
l=1

1

dij(l)
; k = 1, · · · .,mj (30)

4.3.3 Determining the local and global best posi-
tions

For MINLP, this constraint-based matrix, this paper
uses the concept of Pareto dominance [7][23] based on
constraint matrix to evaluate the merits of the particle
solution and determine the local optimum and global
optimum .determining the local optimum through the
following method. If pbesti(t− 1) < zi(t) , pbesti(t)
is equal to pbesti(t − 1); if zi(t) < pbesti(t − 1)
pbesti(t) is equal to zi(t); if pbesti(t−1) and zi(t) do
not Pareto dominance, we discuss the points in three
cases: a) pbesti(t− 1) and zi(t) are feasible solution-
s.If f(pbesti(t − 1)) < f(zi(t)),pbesti(t) is equal to
pbesti(t − 1).otherwise, pbesti(t) is equal to zi(t).
b) pbesti(t − 1) and zi(t) aren’t feasible solutions.
We randomly select one as the local optimum. c) If
pbesti(t − 1) and zi(t) are only a feasible solution,
pbesti(t) is equal to that feasible solution.

Determine the global optimum: Check whether
the set contains a feasible solution. If there are some
feasible solutions, we take the minimum value of ob-
jective function from the set of feasible solutions as
gbest(t) .Otherwise, calculate the dominated degree
of the particles in the set {pbesti(t)}Ni=1 . All the par-
ticles whose dominated degree is equal to 1.0 consti-
tute non-inferior set NDS(t), in which the number
of particles is NNDS(t) .we randomly select a particle
from the above set as gbest(t).

4.3.4 Stochastic mutation based solution repair s-
trategy

The MINLP exists both constraints and integer vari-
ables, which leads to the PSO algorithm is often time-
consuming. To speed up the search excellent speed,

the algorithm should be added the solution of the re-
pair operation. Repair operation is only the continu-
ous variables of unfeasible solution zi(t) as follows:

zij(t) = zij(t) + δ(t)(xUij − xLij)(0.5− r) (31)

If zij(t) < xLj ,do zij(t) = xLj ; if zij(t) > xUj ,do
zij(t) = xUj ;if zij(t) becomes a feasible solution af-
ter mutation, the repair is to be completed. Otherwise,
determine the local optimum of the evaluation princi-
ples according to section 4.3.3 and compare the pros
and cons between before variation and after variation.
If there is no improvement, we eliminate the variation.
Then the execution of the next variation of continuous
variables continues.When all continuous variables are
mutated, the solution is still unfeasible. The repair
process can be repeated many times and repetitions
recorded as SRN . δ(t) are random numbers uniform-
ly distributed in [0,1].

4.3.5 Multi-particle swarm strategy
To further enhance the diversity of the population and
improve the ability of global optimization algorithms,
this paper adopts a simple multi-particle swarm strate-
gy. SN particle groups are established and each parti-
cle group runs independently in parallel. After NT it-
eration, the global optimum of the whole population is
determined, which comes from their respective global
optimum from the global optimum of SN subgroups
to in and pass it to each sub-groups.

4.4 Hybrid particle swarm optimization
steps

The main steps of the modified hyhrid particle swarm
optimization are as following.

Step 1:Set the parameters: N,SN,Lmt,w,
SRN and NT ;

Step 2: Let t = 0 and initialize the various sub-
groups. Rounded to the integer variable according
to sector 4.3.2 and local optimum of the particle are
themselves;

Step 3:Set t = t+ 1, each sub-group independent-
ly carry out 4)∼6) operation;

Step 4:Create the constraint matrix of the popula-
tion to determine the local optimum and global opti-
mum according to sector 4.3.3;

Step 5: Perform a stochastic mutation based so-
lution repair strategy and update velocity and position
according to sector 4.3.1 and 4.3.4;

Step 6: Rounded to the integer variable accor-
dance with the probability according to 4.3.2;

Step7: After each round of iteration NT , the
global optimum of the whole population is determined
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and the global optimum of the sub-group is passed to
the sub-group;

Step 8: Determine whether the termination con-
dition has been reached or not. If the conditions are
met, output the global optimal and stop. Otherwise,
go to step 3 .

5 Flow chart of algorithms
As the paper used a combination of the two algorithms
in this paper,the logical structure of algorithms is more
complex. In order to explain the calculation, this pa-
per presents the flow chart of algorithms. The detailed
steps of the improved adaptive chaos prediction model
based on are as following in the Fig 1.

6 Simulation results
The most work hours of aeroengine are in the cruise,
so the performance parameters of engine at this flight
condition are critical. Therefore, the forecasted EGT
value in the cruise can provide data support for aero-
engine to determine whether it is an exception or not.
The EGT data series in this article is from an Air Chi-
na Boeing 777 passenger aircraft engines for nearly
one year.The actual measurement EGT data is shown
in Fig 2.

Firstly, we proposed a method to amend the time
series of aero-engine exhaust temperature according
to section 2.1, and the result is shown in Fig 3.

Secondly, we removed abnormal data of above set
by the Pauta standard according to section 2.2. And
the result of outliers detection is shown in Fig 4.

Comparing Fig 3 and Fig 4, we can see that the
original EGT data have some outliers, so we should
detect these outliers in order to better reflect the true
model.

Then, set the initial parameters of hybrid particle
swarm optimization algorithm, where N=20, w=0.5,
Lmt=1000, SN=2, NT=20, SRN=5. Through these
methods of the section 2∼4, use the former EGT data
to train the chaos prediction model, thus get differ-
ent c0, c1, · · · , cm, then use the trained model predic-
t the latter 20 points and get some prediction results
of different methods.When M1 = 124.4336,M2 =
52.0352,m = 24 and τ =2, we find the optimal N-
MSE which is equal to 0.2585. The results of some
chaotic prediction models are shown in Table 1 and
Table 2.

As can be seen from Table 1, different forecasting
methods obtain different chaotic characteristics (em-
bedding dimension and delay time) of optimal NMSE.
Secondly, this paper proposed adaptive chaotic pre-
diction algorithm based on hybrid particle swarm op-

Table 1: Chaotic characteristics of prediction

Adaptive chao OLS PCR
tic prediction prediction prediction

m 24 30 9
τ 2 16 3

NMSE 0.2585 0.7081 0.5662

timization, which can make the prediction accuracy to
0.2585.This prediction accuracy is much better than
the prediction accuracy of OLS and PCR.Because the
data information is stored in the variance,the proposed
evaluation function NMSE is more reasonable than
the relative error ( the deviation value divided by the
original value).

Form Table 2 we can see that, thought the NMSE
of adaptive chaotic prediction model is the least, not
all of the predictive values are optimal. the compari-
son result is shown in Fig 5.

Table 2: Actual data and forecasting result of EGT 0C

Original Adaptive OLS PCR
chaotic

signals prediction prediction prediction

1 444.89 442.94 428.55 439.62
2 431.28 427.38 432.11 445.78
3 418.81 426.92 418.99 430.86
4 422.16 427.75 419.62 418.46
5 446.80 445.67 436.49 434.51
6 446.80 439.01 443.13 433.93
7 430.00 433.06 442.96 427.17
8 453.59 441.57 431.71 442.39
9 451.38 445.06 443.20 448.50

10 460.34 457.10 452.18 451.21
11 460.34 464.76 462.60 451.58
12 442.30 443.21 442.81 453.00
13 438.01 434.50 439.10 436.49
14 449.43 441.52 431.25 445.47
15 454.78 441.14 439.53 450.32
16 426.03 422.19 438.55 448.05
17 426.14 420.41 408.19 428.37
18 435.08 438.88 430.47 426.76
19 435.46 440.42 426.53 435.46
20 418.88 430.15 427.76 432.84

In Fig 5, through comparing with OLS prediction
and PCR prediction model, prediction result of adap-
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tive chaotic prediction model is closer to the actual
developing trend, prediction error is smaller and fore-
cast accuracy is higher.

Calculate the deviation of predicted values and o-
riginal values. Forecast error as shown in Fig 6.

Fig 6 shows the results of the experiment error
using many chaotic prediction models. These results
are remarkably different. We can see that the result
of adaptive chaotic prediction model has the small-
est fluctuation. So the model in this paper is a good
method to obtain better prediction results.

We make a simple statistical analysis for forecast
errors to analyze the number and percentage of errors
within a certain range, and the specific data is shown
in Table 3.

Table 3: The number and percentage of errors

Deviation Adaptive chao OLS PCR
range tic prediction prediction prediction

0∼5 11(55%) 8(40%) 8(40%)
5∼10 6(30%) 4(20%) 4(20%)

above 10 3(15%) 8(40%) 8(40%)

Form Table 3 we can see that the number of the
optimal prediction error of adaptive chaotic predic-
tion model falling within a far smaller range is more
than the other two prediction methods. If we use the
method in this paper, 85% of forecast error of the en-
gine exhaust temperature will fall with in 10oC. It
provides good protection to better diagnose engine
condition.

7 Conclusion
In this research, we developed an adaptive regular-
ization chaotic prediction method incorporated with
a hybrid particle swarm optimization algorithms, to
solve the prediction problem of on-wing engine per-
formance parameters. The framework included three
components, the adaptive chaotic model, the hybrid
algorithms, and Numerical tests, utilizing QAR data
from a civil airline company’s operations, were per-
formed to evaluate the predicted NMSE. During the
testing process, several chaotic prediction algorithms
were also performed, and we compared with the N-
MSE of different algorithms, to demonstrate the ad-
vantages of our method.

In practice, aero-engine system is a time-varying,
nonlinear, non-stationary, stochastic system, the mon-
itoring process of engine condition is usually per-
formed based on a flight data by the prediction of

engine condition parameters, making integrated prob-
lems difficult to solve in a closed form. Since it is
difficult to extend the current optimization method-
s to deal with the integrated problem, we aim to de-
velop a heuristic approach embedded particle swarm
algorithms to explore the solution space more effec-
tively on reaching the solution and enhance the pre-
diction accuracy. The test results show that 55% of
forecast error of the engine exhaust temperature fal-
l within 5oC and 85% of forecast error of the engine
exhaust temperature fall within 10oC.

In addition, the comparison result of differen-
t algorithms shows that both the solution quality and
computational efficiency of our method perform well.
The results also show that proposed forecasting model
has a clear advantage in multicollinearity of variables
and the stability problem of regression equation.

Finally, in future we hope to explore an integrat-
ed model or algorithm for predicting various perfor-
mance parameters, so that related optimization theo-
ries or issues can be investigated. Nevertheless, the
heuristic approach and the test results discussed in this
research should be useful as a reference for the devel-
opment of the engine condition monitoring and fault
diagnosis.
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Fig. 1: Flow chart

Fig. 2: The original values of unstandardized EGT

Fig. 3: The original values of standardized EGT

Fig. 4: The original EGT values detecting outliers

WSEAS TRANSACTIONS on MATHEMATICS Chunxiao Zhang, Junjie Yue

E-ISSN: 2224-2880 123 Issue 2, Volume 11, February 2012



Fig. 5: The original and predicted values of EGT

Fig. 6: Predicted errors of EGT’s forecasting result

WSEAS TRANSACTIONS on MATHEMATICS Chunxiao Zhang, Junjie Yue

E-ISSN: 2224-2880 124 Issue 2, Volume 11, February 2012




