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Abstract :  In today’s world people prefer internet applications for fulfilling their needs. One cannot give guarantee for all applications get completed and all completed are not to the level of user satisfactory. Most of the solutions exist only for major cases such as optimal response, nearby output, similar answer, failure, fraudulences. Some may be discarded by user itself, but all applications cannot be left as that, few holds significance .At the outset we strive to provide solutions for such significant applications to the level of user satisfactory. In this paper a way is analysed to reprocess such applications by taking the relevance feedback based on their input and obtained output and reach their convenience using sematic intelligence and neural networks.
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1   Introduction.

The growth rate of internet users for various application increases day to day due the busy scenarios of life schedule. Researchers and developers strived nook and corner and provided various products for fulfilling the user need at various convenient level. The major issue is how far the user utilisation is satisfied. Any user whenever he/she tend to access internet for relevant information retrieval, they fed a word, sentence, or a URI/URL, a query and event base click ,irrespective of precise imprecise input how far the obtained data is correct. Various research have been made and proved with respect to the criteria as query form, response time, semantic and syntactic base, data conversion mode, intelligence inference base, knowledge acquisition, query expansion and dynamic adaptation during runtime  etc. But the main issue is how far the obtained output is exact based on the input given and are they satisfied with that result. In this paper in order to answer this question we provide road map as first we give definition for satisfaction and unsatisfication, general aspects why this arise, existing techniques proved by researchers based on type of data, system architecture for proposed approach, work principle, sample data set with neural network approach as how this data can be trained and tuned to map the relevance and final with, mapping the converged output to the user convenience by semantic intelligence agent, follows the discussing with pros and cons of the implements algorithm. 
2   Related work.

  Query processing is the core activity of the database system irrespective components used .Though the work is, at the outset considered it is mandatory to see the problem of query folding activity [1]. I.e. determining if and how a query can be answered from the given set of resources such as pervious cached results, materialised views ,metadata, ontologies ,as show in [2] much are not concentrated .We emphasis intelligence from user feedback ,we extract only the representation of satisfy ability, equivalence and implication relational aspects to compare with derived set of relations. Let the derived predicate S and the query predicate R under the following cases as

1. S and R unsatisfiable, implying that the derived relation will not contribute to the answer of query R.

2. R implies S, the whole answer of R of contained in derived relation.

3. Neither S contradicts R nor R implies S, says that there may exists tuples in derived relation that contribute to the answer of query R.

 Any how we took the unsatisfied result only and strive for satisfiability towards intelligence. As a preliminary notion we need to follow some rules which represented in below table and detailed description followed for processing as specified in Dunham. The notion of “similar” in the mind of the user may fluctuate depending on the query, the history of retrievals observed, and the user. If there is a significant discrepancy between the similarity as calculated by the system and the notion of similarity in the user’s mind, the results are destined to be unsatisfactory. This problem has served as the impetus for what is known as “Relevance Feedback” (RF). Relevance feedback retrieval systems prompt the user for feedback on retrieval results and then use this feedback on subsequent retrievals with the goal of increasing retrieval performance. Apart from this various relevance feedback techniques such as SVM, Subspace Learning, Query Refining, Feature selection, Decision trees and Boosting are discussed .The main challenge lies in improving the values of the evaluation parameter like precision, convergence and execution time using relevance feedback. 
3   Approach using NN.
Most of the retrieving methods are based on the similarity measures between the feature vectors of the query in the database. One of the main difficulties is searching most of the time has to be done with imprecise key features. To minimize this problem the neural networks can be put to work along with feedback from the user. Since neural networks supports universal approximation, compact topology, property and learning speed of the neural network is very fast. The basic issue is choosing the type of NN and its training methodology so that the processing time can be minimised. This is detailed in out empirical testing. Since we prefer user convenience based on the relevance feedback and its manipulation towards semantic intelligence the type and methodology should be appropriate.  Our system provide user convenience such that their unsatisfactory reason may be posted either online or offline depending on their nature of application invoked. Few applications may be online and complete and some continue to in complete they can process in an interactive way and the process can be resolved. Another category is of invoking in online and their problem will be resolved by offline mode. Considerably problems related to online be any shopping, map driving, transactions and similarly offline be ATM, registration, admission, ordering. We designed our system suitable for both the case as hybrid model [3] which provides way of resolving both online, offline as well as in collective mode. Our intension is user convenience. Whenever user faces unsatisfied result he can post his reason as feedback in online or offline .we provide support via mobile interface also.   The below diagram shows the hybrid model neural network which used for processing assistance both online as well as offline mode. It follows the methodology of intrusion detection that is the process of monitoring and analyzing the events occurring in a computer and/or network system in order to detect signs of security problems which is detailed in [4].The architecture prototype is also similar. The hybrid model holds two NN layers one as NN1 and other NN2 as well as two decision modules one used for interactive online mode and other for offline. Prior processing the neurons (processing elements) in the layer it must made suitable i.e. it must be trained enough(Training a network involves presenting input patterns in a way so that the system minimizes its error and improves its performance) i.e. actually the prior relevance must be log into the cache or small memory unit in each neuron (cpu+ memory) and its should be monitored during processing .Each level of output is considered as weight its stored and its combined with other neuron output weights and compared with the user decide output weight. This may be either supervisee mode or learning mode. 
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Fig 1 Hybrid Training Model.[ref(4)-pattern]
During online mode the administrator engages the neural network for training .if necessary separate copy of the neural network is being used for analysis if the training completes new neural network replaces the old one. Generally trained Neural Network model is used “online” to judge whether the access is normal or abnormal. When confusion arises between similar patterns and new malicious behavior (user given feedback), store information in database. Decision module identifies the output to be definitive or non-definitive and stores the information for later review by administrator. Administrator categorizes the new patterns as normal or abnormal behavior and re-trains the NN, through web interface. This will be detailed by our empirical test with sample dataset. In case of offline the user posted feedback will be processed later by the concern. In this case the NN training be of supervised mode i.e. the target will be specified and the neurons in network will allowed to get the specified target .In general real and simulated datasets with expected results are put into the neural network for training, without error data. In case of hybrid model raining is carried out offline and used online. The neurons trained in offline and the obtained weights can be mapped during online whenever user invokes posted unsatisfied query feedback in online this is detailed in [5]. Generally hybrid model will be deployed for identifying abnormal browser access consistencies. An intrusion detection model for web-based applications. Here we deploy for our concert.
4   System work flow.

The proposed work flow is explained in the generalised system architecture .It has the following components GUI where user can interface in order to give input, view resultant as well post the feedback if the obtained output is not satisfactory. Semantic intelligence agent plays a vital role for the system in overall for server as well as client services. It hols major four components one resultant cache which store all the processed output, which is for future use. Then the feedback cache to store the user feedback information for the unsatisfactory output .Neural network layer for tuning the incoming user information and mapping relevant to the processor to execute with respect to the system semantics prior stored and vice versa. Query log which contains all the query details used for reprocessing. SQL server the actual query processor, which retrieves the required information for user query. Data log holds the information about data storage in database.
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  Fig 2. Generalised System Architecture.

Whenever user gives the input, the system checks for its validity if it’s ok, then it checks prior processed log  if so, the relevance existence is checked in resultant cache and displayed else if it’s newer it will be allowed for processor and executed. The output displayed to user after logging the necessary details in query log .During the first time the proxy (intelligence agent) act as validator and the NN act as input layer to the query processor. Since we concentrate on relevance feedback base user satisfactory identification, we see from unsatisfactory query results alone .This will be viewed in two ways one user can post their feedback with respect to obtained output based in their given query in interactive mode and get processed, but all applications not possible. In this case they can post their inconvenience; it will be processed in offline and get activated online. First we see the online interactive mode. User can view their result in internet using and interface either system or even mobile also by invoking their application. Here onwards out role starts. The system receives the feedback it will be re parsed by the semantic intelligence and passed to the neural network layer.The network model stores the relevance given by the semantic intelligent agent and output from the processor and finds the exactness. The NN training is detailed in the above session. 
.

4   Proposed Algorithm

4.1. Procedure  Query execution.
Input: Query output (query_id, user_id, problem type)

    // unsatisfactory to user, Problem type - UN satisfaction reason posted by user.

Output: satisfied output

  // query answer in a user convenient manner.

Flag (unsatisfied = True, satisfied= False)

{

User login()
{

If (login validity==Ok)

    {Displays the event GUI.
        Invoke the resultant table 

            // user views his query result in the resultant cache

Resultant Cache (user_id , query_id)

  {//       Fetch the result obtained corresponding to user_id, query_id.

If (status== ok)

{Post another new query ();}

Else

Exit;

If (status! ok)

{ Post the reason with query_id;}

}

Feedback cache (user_id, query_id, Problem type)

  {Update reason in feedback cache and assign problem_Id correspond to query_id.}

Invoke semantic intelligence inference engine ()

 {

    Check user choice of process (ONLINE/OFFLINE)
     If (OFFLINE)

    //assign feedback to NN2 which is processed based on supervised learning

       Else

     If(ONLINE)

    // assign feedback to NN1 which processed based on unsupervised mode 
  Fetch the feedback cache; identify the form of reason as keyword, sentence or query.

  If choice of reason (case)

   {

      Case 1:  if (reason _form==keyword)

                     Parse the word, identify semantic relevance, and map the corresponding attribute, value      and tuple relation.

                   Retrieve the relevance from query log and query cache.

                    Using semantic intelligence retrieves the similarity map to user convenience and display the output.   

       Case 2: if (reason_form== Sentence)

                  Parse the sentence word by word, analysis lexically and identify the synonym, list the relevance attribute, tuple value or relation exists. 

         Case 3: if (reason_form== Query) 

                          Check the query cache whether similar or alike query exist if display as first choice output to user.

                       Else 

                           Submit to query processor (). 

Default: exit

}}

4.1.2  Query processor (query_id, attribute, relation, tuple value, operation).

{

 //information given by semantic intelligence inference engine relation, operator, attributes value, output of NN layer;
//here based on the mode either online or offline the output of NN layer is taken. Initial pass the weights of NN layer is ZERO. 
Executes the query. 

     If (query== exact)

           Fetch the relevance result from query cache and submit to event mapping agent ().

    Else

   If (query ==partial)

     Process as probe and remainder query execute perform dynamic mapping and submit to event    mapping agent. 

    Else 

    If (query ==mismatch)

          Display the invalid.

   Exit.   }

4.1.3 User feedback processing in interactive mode

4.1.3.a User online(feedback)//learning mode

 Input : user feedback.

 initial weights of the neuron in the layer are initially ‘0’;

The first set of output obtained from query processor is stored as weights in all the neurons .Let its weight be wi,

Si(0)=wi 0≤i≤n-1

Si(0) output of node i at time t and wi is the initial value between 0 and 1.
The activation and weight computation during iteration is calculated as
 Si(x+1)=fs ∑i=0 n=1witi(0),0≤j≤n-1
Fs continuous sigmoid transformation function

Fs(netj)=1/1+exp[-(netj-thetaj)/theta0]
Os(net)= Fs(netj)+ Fs1(netk)

End.

Fs1(netk) is the input given by NN2 which is the output processed by offline.

Inorder to converge these functions is calculated .

The above process is repeated output between

 At least  two iterartion become more similar ie alike exact.

Return;
End}
4.1.3.b User feedback processing in offline mode

User offline(feedback)//supervised mode

Real and Simulated Datasets with expected results are put into the neural network for training, 
User given feedback from the SIA is tested with the neurons .The average weight be between [0,1].

It can be allowed to train as

wnew = wold – α ∂E/∂wold where α is the learning rate

the error be

E = (target – output)2

the actual out put is measured by the sigmoid, a real     function sc : IR ! (0, 1) defined by the expression

                       sc(x) =1/1 + e−cx .

The final output
Fs1(netk)=f(x)(1-f(x) end

Based on these function measure the output is given to the query processor .

4.1.4 Event mapping_ agent (user_id, query_id, output)

{// used to map the query processor output to the user convenient form.

     Receives output obtained from  NNlayer 1 and 2
     Map it to the user convenient form using the event mapping software exiting as agent.

     All the relevance exact equivalence or satisfiable alternatives based on the reason posted will be displayed as answer.

    At least one in the list will be user convenient.

Let Ei be set of output satisfies equivalence and Ai be the set of alternatives relevance equivalence’s

      For Ei..En

        { for Ai.. An)

         { If(status==OK)

             Exit()

        } else

Return;

}
5   Experimental analysis.
In order to test the proposed work we chosen a bank application issue. ATM utilisation of a customer and resolving inconveniences via net/mobile banking interface. We chosen user case as one a customer utilising ATM facility on his home branch i.e. a bank ATM where customer having account ,customer utilising authorised other related bank ATM’s ,customers viewing or posting their status towards net-banking ,mobile banking or personal approaches. We selectively analysed each user with ten issues of specified  the type .Among them few approaches in interactive mode(online) where a bank concern will interactive for problem resolving and few be just posting the inconveniences and invoking later to view the status(offline later online). Firstly we discuss about online application. User invokes bank application towards mobile banking and get activated based on the id and password validity, the home page is displayed in GUI .He can view is prior problem status and invoke new application or continue to the prior application by posting his request as feedback .Further he can continue in an interactive mode or post a feedback and continue later. Here as a first case we discuss an interactive mode. If user view his result in convenient he can click end event. System updates the result in cache default. If he found inconvenient he can post his request in the form of sentence or query. Based on the posted feedback the system re executes the query. The SIA analyse the given feedback information and finds the relevance by comparing the semantic contents stored   and passed as input to the NN1 .In NN1 these input is stored as initial weights with new values and passed to processor .The obtained output will be displayed to the user after storing these information in NN2 . If user satisfies he can exit else he can again post relevance feedback. These inputs again parsed by the SIA and given to NN1 here again the input weight is added to the prior existing weight. From here onwards the NN process starts. NN1 is used to decide the input validation and consistency [6].NN1 acts as a learning mode, here the weights are adjusted by itself based on the incoming feedback input as well prior stored valued further in order to find the exactness it will take the output obtained from the NN2 which is an supervised mode processor, it will be used during the off line .it will be detailed in offline mode. This process will be repeated until the system converges or the user satisfies [7,8]. In case of line mode user posted their inconvenience in their home page through the complaint form will be viewed and processed by the system admin later on. The   administrator invokes the feedback cache and the information posted is fetched as input and it will be parsed by the SIA and relevance regarding the problem and the user is retrieved .The parsed data is passed as and input to the NN2 which is supervised layer. It makes use of the SIA to load its initial weight which is the target weight. The incoming input will be trained by the NN2 iteratively by the assistance of the relevance given by the SIA [9] related to the problem and displayed to the user as output. Here the exactness with any variance will be displayed. User can view his output and he may repeat based on his convenience [10]. We tested few samples and we find the significance of our proposed approach. The sample snapshots used to view and post the type of problems in interactive mode is shown in below figure.
5.1.   Research Results.
In this section, we show how the samples were acquire, display the success rate of this system, and exam the cause of failure of some sample.

5.1.1. Samples tested.
 Day –wise report. 

	Day 1
	Problem type
	Validity
	Fault type
	Status
	Mode 

	User A
	DD
	Valid
	System
	Resolved
	Offline

	User  B
	ATM
	Invalid
	User card
	Unresolved
	Online

	User  C
	NEFT
	Valid
	User 
	Resolved
	Online

	User  D
	RTGS
	Valid
	System
	Resolved
	Online

	User  E
	Loan account
	Valid
	System
	Resolved 
	Offline


Table1.  Problem samples.
	S.no
	Day
	No of users
	Problem type
	Mode of request
	Rate of success
	Rate of Failure
	Rate of success
	Rate of Failure

	
	
	
	
	
	Existing system
	Existing  system
	proposed system
	Proposed system

	1
	01
	50
	DD
	Offline
	40(90%)
	10(10%)
	48(98%)
	2(2%)

	2
	02
	100
	ATM
	Online
	97(97%)
	3(3%)
	100(100%)
	0(0%)


	3
	03
	70
	NEFT
	Online
	60(93%)
	10(17%)
	65(95%)
	5(5%)

	4
	04
	80
	SB Txn
	Offline
	70(88%)
	10(12%)
	75(97%)
	5(3%)


Table 2. Proposed system performance significance.

	S.no 
	Problem type
	Mode
	Status
	Reason

	1
	ATM
	Online
	Failure 
	Timed out, money not available ,txn overlapping(rare) 

	2
	DD
	Offline
	Failure
	Account No wrong entry, signature invalid amount insufficient

	3
	NEFT
	Online
	Failure
	Txn password invalid, Accountant number invalid, reason not related.


Table 2.Failure causes and reasons. 
5.1.2   Graphical Representation for the system   output.

The system output status is plotted as graph with various mode initially the output related to problems posted in offline mode as shown in Fig 3 and in similar online mode in Fig 4 .here we took the sample problems such as ATM, DD and NEFT transactions for group of customers of particular bank with collective branches in particular town. 
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                Fig 3.  User problems with offline.
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Fig 4. user problem with Online
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Fig 5.Proposed system response time
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       Fig 6.     Existing system time response

Similar the posted problem is checked the existing approach in the bank as sample with our approach we find a significance of difference which is shown in Fig 5 and Fig 6.We found our system minimises the unsatisfied list of queries considerably.
5.1.3  Sample output templates.
The below diagram shows the interactive templates used in GUI by the user as shown in Fig 7 the user login where he can get his valedictory and Fig 8 where he can post his inconvenience as feedback .Fig 9 gives the event description and Fig 10 Give the resultant after execution and the posted list of problems  where  admin can view  is shown in Fig 11.
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Fig 7  user Login
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Fig 8   user feedback form
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Fig 9 event description form
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Fig 11. User complaints.
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           Fig 10. event display after process
6   Conclusion.
This paper discusses the issues about the processed query user inconvenience. It analysis and provide all the relevant cause to the level of user judgement [11]. The sample is tested with the real time application scenario with respect to online as well as offline mode. The system is designed to test the sample issues in an interactive mode. By combining the online as well as offline inconvenience relevance information given by user as a feedback is  processed using the Hybrid approach NN model which will process until till the user clicks ok in the event, That is the importance is given to the level of user judgement .The designed model along with query processor and the semantic intelligence agent collectively strive to bring the stasis factory output relevant to the user prior posted  input query ,corresponding to the feedback posted based on processed output by processing iteratively. Here we took for limited sample data set semantic intelligence mapping and given importance to text based information’s .This can be enhanced to large set with image base applications as future.
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