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Abstract—5G-based technologies are still in the stage of development but they provide opportunities to develop new type of information technology solutions. These solutions are closer to real-time data and increase the amount of information that will cause serious challenges in data processing. Processing the amount of data already raises difficulties for individuals, companies and public authorities and it is becoming increasingly difficult to retrieve knowledge. One of the promising technologies that can assist in data processing is machine learning. Machine learning algorithms are based on factors that affect area of interest – historical data, individual performance indicators and forecasts. This paper provides literature analysis on 5G-based technologies and machine learning, focusing on machine learning in conjunction with proximity to real-time information technology solutions and their provided potential. In doing so, this paper identifies potential problems, specific challenges and proposes a data processing framework for 5G-based technologies using machine learning approach. This paper can be informative and of use to others performing future research in this area.
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I. Introduction
5G based technologies are already being actively tested and implemented in variety of solutions. The potential of these technologies is immeasurable, as they create increased amount of data transmission rates and provide a platform for new kind of communication capabilities, for example machine-to-machine (M2M) communication. As M2M communication evolves, it is expected to increase the amount of available data, when even processing of existing data volumes is often an arduous task. Individuals, teams or even organizations will no longer be able to process such an increased amount of information, since the available computing resources are limited.
Potentially the problem of processing such an amount of information could be addressed and solved using machine learning (ML) algorithms [7] and the possibilities they offer. However, just as 5G technologies, ML data processing is also in the stage of development [7]. ML algorithms will provide an ability to retrieve new knowledge from M2M data [3].
ML consists of several types of algorithm sets that are characterized by input and output data [8]. ML algorithm models are usually designed taking into account the most significant factors of the specific area and using available historical data. By applying ML approach, it becomes feasible to design algorithms and framework solutions, capable of processing large volumes of data generated by 5G-based technologies. Interaction of 5G-based technologies and ML algorithms can advance the life of society by improving precision of agriculture, smart cities, self-driving automobiles, meteorological forecasts, geospatial information processing etc. In contrast, this kind of technological advancement can potentially lead to a situation when an individual may become redundant as his or hers skills and knowledge may be replaced with technology. Above mentioned sociological aspects are considered but are out of scope of this paper.
This paper sequentially conducts analysis of scientific literature with a focus on 5G-based technologies and ML solutions as well as possible challenges. To understand how 5G-based technologies and ML can be best combined to create technological solutions that allow retrieval of new knowledge. In doing so, a framework is proposed for processing of 5G-based technology generated data and acquired knowledge using machine learning approach. This paper encourages further exploration in ML and 5G-based technologies symbiosis and to develop new technological solutions based on the proposed framework.
II. Literature review
A. 5G-based technologies and opportunities they offer
Although 5G-based technologies is still in its infancy, some authors believe it will provide an optical internet speed experience for mobile device users [1]. Unlike previous generation mobile networks, that were developed as general purpose platforms, 5G technology aims to create an ecosystem that can provide technical requirements for industries like healthcare, energy and automotive manufacturing [2]. 5G infrastructure will require unprecedented flexibility to improve the speed of mobile communication, which is many times smaller now than in fixed network [1].
As communication technology evolves, the range of services offered expands and new use cases occur frequently, for example, introduction of smart meters, smart city solutions and heat monitoring. Most of these latter mentioned use cases include fully automated communication between machines without human intervention, called machine-to-machine (M2M) communication [3]. M2M communication is different from classic mobile network communication with its higher density of traffic, packet size and service quality requirements. M2M will overload the mobile network in the opposite way as it is currently used by smartphones, this type of communication creates load in uplink rather than downlink stream that can relatively easy overload existing networks [3]. With the development of this type of communication, it is also necessary to develop communication protocols, worth mentioning are IEEE 802.15.4, 6LowPAN, EIB/KNX, LON and BACnet [3]. Basic approach in these protocols is to relieve mobile networks by using the physical proximity of devices, for example allowing interconnection between equipment and not involving main elements of physical network (gateways and switches) [3]. One of the main challenges in using existing cellular mobile networks for interconnection between 5G-based technology devices is network congestion, which is created by an increased amount of devices and the resulting number of signals [4].
The need for a new, flexible and programmable approach to existing network solutions arises with the emergence of overloading existing cellular mobile networks [5]. Some of these new requirements are identifiable and recognizable: network complexity reduction, programmability improvements, network resource abstraction, flexibility and performance improvements [6].
As a result of the continuous growth of number of automobiles, transport industry is considered one of the most promising users of M2M communications in the world [3]. Vehicles in the new 5G-based solutions will be able to communicate with each other, communication is called vehicle-to-vehicle (V2V) or with the service provider and its infrastructure named vehicle-to-infrastructure (V2I). The main areas for development of applications in the automotive industry are conflict detection, security, parking management and fuel consumption management [3]. Another significant development ground for 5G-based technologies is e-health and solutions like patient monitoring, remote monitoring of medication dosage and emergency reporting. In these applications the patient is equipped with M2M sensors, capable of collecting and transmitting such measurements as blood pressure, temperature and heart rate [3]. Useful resource management like electricity consumption, water consumption and animal tracking are considered as a major potential beneficiary of the new communication and they can be viewed as an improved monitoring and approximation systems to real-time data [3].
5G technology introduces significant changes to existing mobile communication networks and how they are designed, located and managed. 5G technology enables development and design of completely new kind of software solutions that are close to real-time data, at the same time creating unprecedented communication between interconnected devices and significantly increasing amount of data volumes. Data processing in this scenario becomes a major challenge as it is arduous task to process data using existing approaches. The increased amount of data can be successfully processed using machine learning and capabilities it promises.
B.  Machine learning and its potential
Machine learning has gradually acquired a high social impact in a wide range of fields like language processing, native language understanding, neuroscience, internet of things (IoT), etc [7]. ML has never been in such a privileged state as to date when it allows to retrieve knowledge within an increased amount of data. Traditional ML algorithms are currently facing major challenges with scalability on the top [8]. Primarily ML offers a solution on how to develop information system that could learn from its experience [8].
In manufacturing industry, enterprises face challenges such as ever-increasing complexity of production processes [9]. Due to digitization, the amount of data generated in the manufacturing processes has increased both in terms of volume and complexity. Advanced data analysis not only contains approaches to identify features that describe the past but also tries to make predictions to identify preventive actions that can be implemented to improve manufacturing processes [9].
One of ML tasks that includes the prediction of a variable in previously unseen data is called classification [10]. Some of the best-known classification examples are loan approval, medical diagnosis, email filtering and sport event outcome predictions.
One of the examples when ML can bring benefits to society, is the use of ML in the analysis of city roofs, to determine their applicability to the installation of solar panels [11]. There are several studies focusing on determination of solar cell potential based on the roof shape [11]. One study uses sampling technology as well as analysis of geographic information system-based functions to determine the photovoltaic potential of the roof [12].  There is also an approach to use aerial imagery and land surface laser radiation (LiDAR) data to determine roof geometry and measure its potential [13]. In these case studies, ML algorithms allows to analyze photos and process information to predict the potential.
ML algorithms usually consist of preprocessing, learning and evaluation phases. Data in the preprocessing are transformed into a format that can be used in the algorithms learning phase. Preprocessing converts data into a format that can be used by the ML algorithm model. In this phase data is cleared, extracted and transformed [7]. In a learning phase an appropriate algorithm and custom algorithm parameters are determined in a way to achieve the desired outcome by using the input from preprocessing. Evaluation phase contains an assessment of data processing results to determine the performance of the algorithm. Results are used to adapt learning algorithm parameters or to select another algorithm that can produce better results [14].
Based on the data availability, ML can be divided into two categories – batch learning and online learning. Batch learning algorithms use the entire training data set and assume that the data are independently and identically distributed or taken from a single probability distribution. This scenario is usually not possible in real life situations. Online ML algorithms are not based on statistical data assumptions and only the input available at the moment is being used. Online ML algorithms are used in cases where a complete set of data is not available, when data is created in a continuous process and the learning algorithm needs to be adapted by introducing new parameters [15].
Large data are characterized by five parameters: volume, velocity, variance, reliability and value [7]. 5G networks and its enabled M2M communication can produce this type of large scale data to unprecedented levels.
Most of the time consumed in implementing ML algorithms is usually spent on development of data preprocessing phase. Preprocessing phase results in representable and usable data [16]. Main task of data preprocessing is to try to solve data problems such as redundancy, noise, heterogeneity, transformations, imbalance and function selection [7].
C. Machine learning challenges
Optimization is a key element of any ML algorithm. Most often optimization is divided into combinatorial and continuous [17]. Combinatorial optimization is resource-intensive if the data set is large. Optimization of ML algorithm parameters is a major challenge for approaches that have many hyper-parameters and it is preferable to obtain optimal parameters for large data sets by processing data only once [18].
Existing ML algorithms can use large data sets to achieve scalability, for example to create a middleware that can replicate existing learning phase so that it can be used on large data processing platforms like Hadoop and Spark [7]. Apache Spark and Mahout are two open source libraries / projects that support many scalable machine learning algorithms [19, 20]. Many of the commonly used ML algorithms including classification, regression, clustering, collaborative filtering and dimensionality reduction are included in Apache Spark and Mahout [19, 20].
Distributed ML can naturally solve the complexity of algorithms and the problem of memory constraints in large scale ML [21]. To solve processing speed problem, distributed ML is simultaneously executed at several servers / workstations, increasing learning speed and solving the problem of data loss, due to data duplication. One other solution is Graphlab, which is a parallel ML framework that enables ML developers to design and create effective and scalable parallel ML algorithms [7].
Support vector machines are promising methods of classification because they are based on a sound mathematical approach [22].  Bayesian networks, on the other hand, have a strong representation of probabilities and a graphical approach to the ML algorithm family [23]. Decision trees are known as highly suitable for interpreting learning phase outcomes and results [7].

Deep neural network-based learning approach is gradually becoming one of the most popular. Neural network models are a family of models inspired by biological neural networks. Neural networks are composed of interconnected neurons whose links can be adapted [24]. Deep neural networks can be perceived as neural networks with many invisible layers where each layer applies nonlinear function for its input to change the output [24]. Deep neural learning solutions are Theano, Caffe, Torch, Tensorflow. In most cases these solutions use device`s graphical processing unit resources to carry out learning process [7].
ML for big data requires a new way of thinking and big data is one of initiators of deep learning. Deep learning usually can recognize up to 100 different categories. ML to date affects the way in which every type of information technology system is designed and developed. ML can also  benefit manufacturing processes such as workflow and work management. In many use cases ML can experience performance issues. These issues can be solved by database query optimization.
ML for big data can be challenging for both -  inexperienced users and specialists in the field considering the lack of experts having a solid knowledge base of ML, data processing, statistical analysis, field of research, database technologies, server configuration, programming languages and user interface development. There are some gradual attempts to develop information systems that are easier to understand and use for non-specialists. Full reliance on ML algorithms in many cases may not reflect all types of knowledge of the data being processed, therefore human expertise is also needed to determine whether the data correlations found are significant [7]. To make ML more available and popular, it must become easier to use and the results of data processing must be represented in a way that individuals can understand, interpret and evaluate on a day to day basis.
Data obtained in M2M communication process may also cause privacy issues as data may contain personal information that may not be allowed to use, for example photographs in the streets to analyze traffic intensity may contain it [1]. This data security issue will need to be addressed in a way that personal data does not get into ML algorithms learning phase.
Data provided by 5G networks and M2M communication will increase the impact of ML on everyday applications and processes, for example ML will affect science (e.g. functional design, biology, earthquake predictions) as well as business processes like financial and sports forecasts as well as social media.
One of the most serious challenges for ML is the performance and speed of learning phase iteration since the existing frameworks are not fully optimized. High number of classifiers must be mentioned as a serious challenge – there is ongoing problem in obtaining optimal number of classifiers during ML execution. The number of classifiers has been previously modeled as a multi-user problem [17]. One more challenge for ML algorithms is variable data sets. As the existing algorithms are not suitable for processing an increasing amount of data, it will be necessary to develop types of ML algorithms that can perform a continuous learning process rather than being executed only once [17].
ML algorithms can currently process only single data types such as numerical, textual information and images as input data, but in M2M communication data can be of different types and formats [25]. The greatest challenge for ML algorithms is the necessity to work with data sets that cannot be stored in devices operating memory [7].
The complexity of existing ML algorithms is often a depressing experience for inexperienced users since the users cannot discern the benefits and challenges that can be met by the ML algorithm parameters, training methods and the choice of hyper-parameters and their impact on the algorithms execution time [18].
More and more attention has been brought to ML algorithm usability, comprehensibility and stability. It can be explained with a desire to increase the number of potential users and to attract not only academic personnel but also representatives of the business environment. Stability and comprehensiveness are not yet the strengths of many ML algorithms that work relatively well. That also significantly affects the business environment’s not too rapid involvement in the development of ML based solutions.
ML algorithms provide ample opportunities for the processing of data generated by 5G networks M2M communications and the acquisition of knowledge from the information. However, for ML to be applicable for real life implementation it is necessary to simplify the use of ML as to adapt to inexperienced users need in business processes. The topic of development of ML algorithms will remain in academic circles, but the best of algorithms can be taken over by industry professionals and made more available by improving user experience.
III. Proposed data processing framework
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There is no doubt that the arrival of 5G-based technologies in the industries will result in unprecedented amounts of data and ML algorithms can provide a solution. For ML to become widespread it will be confronted with a series of challenges like 5G network overloads, data storage, person data privacy issues, variable data sets and algorithm performance. One of the greatest challenges is the simplification of the configuration to make technology more comprehensible to the wider range of users. Solutions like customer service algorithms and voice recognition have already become relatively easy to apply and understand like Apple Siri and Google Assistant [26, 27].
The proposed framework (Fig. 1) to address the issue of processing an enormous amount of data represents a solution in which ML algorithms can be adapted to the potential data flow generated by 5G-based technology solutions and IoT devices.
A. Storing 5G-based technology data
As can be deduced from the literature review of 5G-based technology, the greatest challenge for industry will be necessity to adapt existing cellular mobile technology networks to handle M2M communications and data transfers between IoT devices. Another challenge worth mentioning – necessity to store generated data for further processing.
Database storage and database clustering can handle storage of big data, however there are cases when M2M communication devices can be disconnected from the network which necessitates the storage of data on the spot, near devices themselves. To address this challenge this paper proposes to create and implement a scenario in which data is stored on the IoT device side until data can be synchronized with server databases for further processing.
Data storage in M2M scenarios requires the use of simplified database technology that does not use energy-intensive solutions and can be stored either at the IoT device or IoT device cluster. Potentially applicable are file-based database technology solutions that do not require a server such as RealmDB, SQLite, ORMLite, UnQLite and Berkeley DB [28, 29, 30, 31]. It must be considered that the data produced by IoT devices will be spatial, so there is a necessity to use database solution that is supporting storage of geospatial data for example SpatiaLite [32]. With the use of serverless database it is possible to save electricity that is essential for IoT solutions.
For the communication with data storage this paper proposes to develop and design application programming interface (API) both in the direction from the IoT facility and from the local storage to the cloud storage (Fig. 1). To determine which of serverless database solutions to use, authors propose to carry out stress tests closer to real-life use cases. As an example of stress test in real-world conditions it is a good scenario to create an environment in which database is loaded with near real-time data, that is being stored from a number of devices and periodically synchronized with the cloud-storage. Synchronization with cloud storage in this scenario is adapted to the lowest points of mobile network overload.
The kind of software solution where M2M communication data are stored to the local database and is synchronized periodically, can reduce the challenge of 5G network overloads. The problem of M2M communication outside of one network would still remain challenge.
To manage M2M communication and data storage one has to consider the programming frameworks and their support. As the amount of available programming languages and solutions is quite large and each device has its own interfaces and suitable languages it is possible to suggest cross-platform development languages like JavaScript [33] and Java [34]. JavaScript language has gained great popularity as it allows the development of backend and frontend solutions in the same language. It also eases technological stack as it is possible to use only one language for both - functionality and user interface development. JavaScript will almost certainly be slower than a native device platform supported language, but it can ease the challenge of large number of languages used.
B. Storing data
Cloud storage in proposed framework can provide functionality such as data continuity, integrity and availability (Fig. 1). Choice of the supplier of cloud-based solution depends on the resources available and technology used. Challenge for the cloud storage in this framework is to provide and API capable of communication with the 5G-based technology stack in both - direct M2M communication and local storage synchronization. The primary task of cloud storage facility is to deliver data as well as index them, so data mining becomes simpler and is sufficiently optimized.
The most significant component of the cloud storage is database management system and its implementation as a secondary to the programming interface and its development.
Cloud storage in the context of this framework stores data for iterative learning phase. As there are significant volumes of data produced by 5G-based technologies and IoT devices the main task is to choose solutions that can be easily extended and scaled.
C. Processing data with machine learning
The ML part in proposed framework is of high relevance as it represents the most significant challenges. The complexity of existing algorithms, the inability to work with variable input data sets, the need for specific knowledge in determining hyper-parameters, the adaptation of the learning algorithm, constraints in scale and parallel processing are conditions that must be considered when attempting to implement an already existing ML algorithm.
When designing a technological solution using 5G-based technologies, variables such as scalability, usability, parallel execution and configuration must be considered. One of the most popular ML solutions is Google Tensorflow [35], an open source platform that can be used for numerical computing operations and can be distributed on multiple processors or graphic cards simultaneously [7].
When using Tensorflow as ML platform, the challenge of an iterative, repeatable and sufficiently rapid learning process still exists. The aim of the framework therefore is to attempt to introduce parallel calculations for an unlimited number of installations, such as volunteer users of mobile devices or home computers, who could dedicate their workstations to perform numerical calculations (Fig. 1). The feasibility of creating a community and the technical aspects of compiling computational results remains open, but if communities like OpenStreetMap [36] and Mozilla [37] can be taken as examples, then it can be considered possible to create a volunteer community.
The theoretical model of ML algorithms in this framework consists of a basic cloud computing system that can communicate with clients in two directions (upstream and downstream) in order to control the computing processes and aggregate the results (Fig. 1). If any computation processes are broken or not finished, then it is necessary to repeat failed process.
The fourth level of framework contains computation application for mobile devices or workstations (Fig. 1). Applications main purpose is to use devices available resources to carry out computation processes.
The basic computation system also contains queue task management so when data storage receives new data it becomes possible to schedule the next learning phase. Queue management is necessary in cases when a particular learning process has not been finished and the results are not yet compiled.
As fifth component, user-friendly administration interface which allows to control both - the basic computing backend system and the compilation of learning results and hyper-parameters is introduced (Fig. 1). Administration interface can be developed using web based technologies (JavaScript, HTML, CSS), such a choice allows to freely vary with usability and user interfaces for large number of devices. As the cloud computing system involves the selection, adjustment and management of many hyper-parameters the choice of web based interface is appropriate as it allows to experiment freely with different user interface designs.
The framework proposed in this paper is theoretical. For further research and development it is necessary to carry out more in-depth research and identify specific technological stack and appropriate ML algorithms.
IV. Conclusions
5G-based technologies are still in a stage of development but they present potential to create close to real-time technological solutions that could ease the lives of every individual.
The main challenge in implementing 5G-based technology solutions is the M2M communication and the risk of overloading existing mobile networks considering an unlimited number of devices in the network that will need to communicate with servers using mobile networks.
M2M communication increases the amount of available data that can be obtained, and processing this data is becoming even more challenging as it is already. Machine learning is a technology that can be used to process an increased amount of data. ML provides the potential for obtaining new, previously untapped knowledge with remaining challenges of scalability, parallel execution, repeatability and variable input data sets.
ML faces multiple challenges as it requires a large number of hyper-parameters and experts with specific knowledge in the research area as it can in many cases be a burdensome experience.
In this paper a framework is proposed that aims to combine 5G technologies and ML so that these technologies can be made available for a wider range of users. The framework model is divided into five parts: data storage and synchronization on the IoT side, the cloud storage, the base control system, the third party applications and the management interface. As a potential solution, development of an open source community project and building around its communes, similar to the Linux community, is proposed.
To advance the development of the framework, it is necessary to carry out further research on ML algorithms, data mining, interface development and to analyze and summarize existing variable data sets and distributed machine learning algorithms and their capabilities. The most important and complex task is the attempt to create a community capable of implementing and managing such a technological framework.
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Fig. 1. Proposed technological stack solutions framework.












