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Abstract: - In the field of agriculture, accurate and timely forecast of soil moisture has great influence on crop growth, cultivation and soil temperature. The soil water status of an irrigated crop needs to be monitored regularly to make effective irrigation decisions. The challenge is to develop a feasible method to collect and examine large volume of soil moisture readings on continuous base. The developments in wireless technologies have made practical deployment of small, low cost and low power sensor nodes possible for various agricultural monitoring operations, which facilitate to meet the goal. A wireless soil moisture sensor network deployed in the region of interest is helpful to collect observations of surface level soil moisture content. The historical status of the soil moisture for an irrigated crop needs to be known advance in order to predict future readings. This work introduces a Soil Moisture Forecasting Ensemble Model (SMFEM) using various machine learning approaches. The goal of the proposed work is to improve the prediction accuracy of the soil moisture data by combining the features of multiple learning approaches. The experimental results shows that the performance of the proposed two level ensemble approach is better when compared to the performance of the individual classifiers.

Key-Words: - Ensemble of classifiers · Machine Learning - Soil Moisture - Wireless Sensor Network-Prediction Accuracy
1
Introduction

Soil moisture data is required for many scientiﬁc applications, including land surface models, weather prediction models, water and energy balance models [1]. Agriculture is the main stay in India with most of the population depending on it. Due to increase in population, large quantity of water is preserved for drinking purposes. While lower quantity is recommended for irrigation.  This increased demand on water supply will lead to drought problems in near future. Drought occurs when soil moisture content is insufficient during the growing session of the crop. Monitoring of soil moisture variations is more important for efficient water management in areas where water resources are scarce. It is also helps to determine effective irrigation pattern in crop lands in order to reduce water usage for profitable crop production.                                

     Recent evolution in wireless sensor networking 
technology has lead to development of low cost, low power, reliable sensors. This make sensing is a viable solution [2, 3]. Usually soil moisture sensor nodes are deployed densely over a phenomenon of interest to produce real time and fine grained measurements at low cost. Main objective is to have the network function in an unmanned fashion for long time. A Wireless Sensor Network (WSN) consisting of thousands of small, low power, inexpensive and multifunctional heterogonous sensor nodes with one or more sink nodes. The sensor nodes are deployed densely in the monitoring area to continuously observe physical phenomenon 
of interest.  Wireless sensor networks with self organizing, self diagnosing, self configuring and self healing ability have been developed to solve problems that traditional technologies could not solve [4].In case of data gathering applications each 
sensor node has to continuously collect local measurement of interest, such as pressure, temperature, humidity etc., and report the sampled data to the sink node. The sink node can estimate or reconstruct the phenomenon of interest in the sensing region by using the reported measurements. The sensor nodes in the wireless sensor network rely upon battery for their operation. Therefore minimizing energy consumption becomes a major problem for any data collection applications using resource constraint sensor networks. The sink node maintains the historical status of the data collected from the network over a period of time. The sink node predicts the future observations from the past history in order to reduce the volume of unnecessary communications in the sensor networks.

         In the past two decades, machine learning methods have gained attention and have established themselves as serious contenders to classical statistical models in the forecasting community [5, 6, 7]. Machine learning deals with programs that learn automatically from experience, in order to improve their performance on a certain task or group of tasks, and adapt to changing environment over time. Artificial Neural Networks (ANN) have been widely used promising machine learning   approach for solving many types of non-linear problems that are difficult to solve with the help of traditional techniques. Normally ANNs are data-driven and self-adaptive in nature. They do not require any specific assumptions about the underlying model. With the help of ANNs, it is possible to mine the relationship between the inputs and outputs of a process, without the physics being explicitly provided [8]. Thus, these properties of ANNs suits well to the problem of soil moisture prediction under consideration. Depending only on the predictive power of single method will not be realistic always. It was found that the generalization ability of neural networks can be improved through ensembling of neural networks. Combining the predictive power of appropriate methods will provide better results and is proved in large number of successful applications in diversified areas such as face recognition [9,10], optical character recognition [11,12,13], scientific image analysis [14], medical diagnosis [8], seismic signals classification [15] etc. Hence, a two level ensemble model for soil moisture forecasting is proposed in this paper for water saving irrigation in agriculture.

          The rest of this paper is organized as follows. Section 2 provides an overview of various ensemble approaches and related literatures. In Section 3, the proposed ensemble prediction model is presented in detail. Experimental results are shown in Section 4.  Finally, Section 5 presents the concluding remarks.

2. Overview of ensemble learning and related works
An ensemble learning is a machine learning paradigm where collections of a finite number of learners   are trained to solve the same problem. This approach was proposed by Hansen and Salamon’s   to improve the generalization ability of a neural network system by combining multiple neural networks [16]. Combining multiple learners has been intensively studied and widely recognized as a successful technique [11,12, 16] to resolve the limitations of traditional learning algorithms [5]. 
        The learners or classifiers used in an ensemble are normally called as base learners. The generalization ability of an ensemble is usually much stronger than that of base learners. Actually, ensemble learning is attractive because it is capable of boosting weak learners and allows creating a more powerful learner from a set of base learners. Dietrich gave three reasons for the generalization ability of an ensemble is stronger when compared to a single learning algorithm [5]. The reasons are (1) the training data might not provide sufficient information for choosing a single base learner; (2) the search processes of a learning algorithm might be imperfect; (3) the ensemble can give good approximation where as in the single learner the hypothesis space being searched might not contain the true target function. The most important representatives of ensembling techniques are Bagging, Boosting, Stacking, Voting and Random Forest [17, 18, 19].
         Combining the predictive power of appropriate methods will provide better results and is proved by researchers through large number of successful applications. Hyun et. al   developed SVM ensemble for IRIS data classification, fraud detection and hand written digit recognition [20]. They proved that SVM ensembles outperform a single SVM for the three applications in terms of classification accuracy. A two level neural network ensemble for time series prediction was proposed and proved that the proposed approach provides better accuracy than single classifier models for Mackey glass time series data and sunspot data set [21]. Kaur [22] and Maqsood [23] describe a model that predicts the hourly temperature, wind speed and relative humidity 24 hour ahead. Both training and testing process are done separately for winter, spring, summer and fall season. The authors have made a comparison of Multilayer Perceptron Networks (MLP), Elman Recurrent Neural Network (ERNN), Radial Basis Function Network (RBFN) and the Hopfield Model (HFM) and ensembles of these networks. However, the performance of ensembles outperformed compared to all single networks. Unfortunately there is no information about input parameters for the ANNs. 
        Another short term temperature forecasting system is described by Hayati using a three layer MLP network [24]. The daily measurement of the parameters wind, mean temperature, maximum temperature, minimum temperature, mean humidity, precipitation, mean pressure, radiation, sunshine,  evaporation were considered in this work. A fully connected, feed forward 3 layer MLP network for temperature prediction is also presented by Santhosh Babu [25]. Atmospheric pressure, atmospheric temperature, wind velocity, wind direction and relative humidity are chosen. The training is done with the help of back propagation algorithm. 

         Sergio used evolutionary neural networks in combination with generic algorithms to predict the daily maximum temperature [26]. The suggested input parameters are month, day, daily precipitation, max temperature, min temperature, max soil temperature, min soil temperature, max relative humidity, min relative humidity, solar radiation and wind speed. Training was done by using back propagation algorithm. The author assumes that accuracy could be increased by using a larger training set, different training algorithms and more atmospheric values. The most often used architecture is MLP. In addition, a recurrent architecture (RBFN) has been used and yielded good results. An ensemble of ANNs also seems to be promising. The work in [27] examines the applicability of ANN approach by developing effective and reliable nonlinear predictive models for weather analysis and compared the performance of the developed models using different transfer functions, hidden layers and neurons to forecast maximum temperature for 365 days of the year.

         The main objective of the study presented by Sanjay Mathur et. al is to investigate applicability of is ensembles of neural networks for weather analysis of Vancouver, British Columbia, Canada. ANN-based accurate weather forecast models are developed [28]. The performances of the ANN models and their resulting ensembles are computed and compared with a classical statistical method. Furthermore, a RBFN, which is also a well-established technique for function approximation, is also applied 29]. Subsequently, ensembles of the ANN models are computed and compared with individual ANN and statistical models. Application of Time Delay Neural Network for modelling and forecasting of rainfall for the forthcoming month in the region of Tizi-Ouzou (Algeria) is investigated in [30].The authors used two learning algorithms: the first order algorithm (recursive gradient with the constraint of shared weights) and the second order algorithm (Lavenberg-Marquardt algorithm). They proved that the Lavenberg-Marquardt algorithm is more accurate and produced better results for forecasting of rain fall for the coming month.

      Different regression models were developed for long term electricity forecasting [32]. Neural network ensemble based   electricity load forecasting was discussed in [31]. A soil moisture prediction system is designed using neural network based annealing algorithm and proved the performance of the proposed one is better when compared to single BPN and RBF networks[33].     Hossein Tabari et. al developed network model for one day ahead forecast on soil temperature. Both Soil and air temperature were used as input to the model [34] .All these existing literatures created an interest to apply ensemble classifier for the problem of study. Hence a two level neural network ensemble method has been proposed to forecast the soil moisture content more precisely.

3. Soil Moisture Prediction Ensemble Model (SMPEM)

A wireless soil moisture sensor network deployed in the phenomenon of interest is useful to collect observations of surface level soil moisture content. Each sensor node gathers enough samples and sends the time series data to a remote base station called sink node. The sink node receives and stores the time series data from all the sensor nodes in the network. A number of communication efficient routing algorithms have been proposed by researchers. They may be chain based, tree based or clustering based algorithms with single hop or multi hop communication to the sink node [34, 35, 36]. Once data collection gets completed, the base station executes the proposed ensemble model. Main objective of the proposed study is to predict the future communications more precisely in the sink node. The block diagram of the proposed SMFEM model and its algorithm is given in figure 1 and figure 2. 


The two level ensemble model includes three types of individual learner’s namely Radial Basis Function neural network (RBF), Support Vector Machines (SVM) and Multi Layer Perceptron (MLP).
The algorithm of the proposed approach is given below
	Algorithm 1: Working of ensemble    classifier 
Input: Original data set   D. Preprocessed Dataset D’.

           Set of heterogeneous  first level learning 
               classifiers  Lf ={RBF,SVM,MLP}

           Second-level learning algorithm Ls.

Step 1 : Start 

Step 2 :  Prepare dataset for ensemble training and 
                  testing.

 Training dataset— Dataset used for 
  ensemble training (TR’). This  dataset  
   contains  soil moisture data where TR’€ D’.

 Testing dataset — Dataset used for ensemble   

   testing (TE’). This dataset contains                              

   soil moisture data where TE’€ D’

Step 3 : for i = 1 to n  // where n represents the 
              //number of heterogeneous classifiers

                hti = Lfi(TR’) 
                       % Train a individual  first-level learner 
                     %LFi  by applying the corresponding 
                     %learning algorithm and data set

              end

Step 4 :   Combine the best rules obtained in step3        

               and apply to second level learning Ls.
Step 5 :   Train the second level learning algorithm 
                Ls  by and applying  TE’
Step 6 : Output the  predicted soil moisture value

Step 5 :  Stop

Output:   Predicted value of soil moisture 


	Figure2. Algorithm of the proposed approach


The various statistical metrics such as Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and  Mean Absolute Percentage Error (MAPE) defined below in the equations 1-4 are used to assess the performance of the model. 
  MAE =   
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where

           xi is the actual value

           xi’ is the predicted  value

           n represents the number of observations.

The objective function is to minimise MAE,which is the differeence between the actual and predicted measurements. Experiments were conducted using BPN, RBF, SVM, single level BPN ensemble, single level RBF ensemble, single level SVM ensemble and the proposed SMFEM model for Illinois and Kyemba soil moisture datasets. Single level ensembles such as RBF ensemble, MLP ensemble and SVM ensemble are obtained by applying bagging process to RBF, BPN and SVM classifiers.
4. EXPERIMENTAL Results

Simulation based experiments were conducted by using the open source tool WEKA 7.0 to assess the performance of the proposed work. The soil moisture measurement from Illinois climate network [climate.envsci.rutgers.edu/soil_moisture/Illinois.html] and Kyemba soil moisture data [www.oznet.org.au] are   taken for the study. The Illinois soil moisture observation network provides long term soil moisture time series from 18 sites throughout the state of Illinois. The instantaneous measurements are collected twice each month. The monthly data collected by of 10-30cm layer of station 1(1995 -2004) is taken for the purpose of this study, which is depicted in figure 2.a. The Kyemba Creek catchment covers an area of 600 km2. There are 14 soil moisture monitoring sites in the Kyemba Creek catchment. Daily measurements taken from station K4 (01/03/2012 to 31/08/2012) is taken for the study is shown in figure 2.b.The data set is decomposed into training set and testing set.
 One third of the data set is normally used as the test set and the remaining is used as training set.
[image: image4.png]Soil Moisture

60

Sample -Monthwise





Figure 2.a. Illinois Soil Moisture Time Series
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Figure 2.b. Kyemba Soil Moisture Time series 

To claim the classification performance of the proposed ensemble model, the same datasets are applied for the various machine learning algorithms. The performance of the proposed one with other machine learning algorithms used was tested using Prediction Accuracy, Mean Absolute   Percentage Error (MAE), Root Mean Squared Error (RMSE) and Mean Square Error (MSE) of the individual classifiers RBF, MLP, SVM and its corresponding ensembles. The results obtained for Illinois soil moisture time series dataset is given in table1 and its graphical representation is in figure3.
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Figure 3: Performance of the various classifiers with proposed model for Illinois dataset

Performance of the various classifiers with the proposed one for Kyemba soil moisture data is depicted in figure4.
[image: image7.png]HSMO

EMLP

MAE

RMSE

MAPE

F
F-BAGGING
LP-BAGGING
0-BAGGING
PEM





Figure 4: Performance of the various classifiers with proposed model for Kyemba dataset

The measurement Prediction accuracy, that is defined as the percentage of the correctly predicted over the entire testing set of various classifiers with the proposed one is depicted in given in table3 and its graphical representation is depicted in Figure 5.a and Figure 5.b. for both the data sets.
	Classifier/

Result
	Prediction Accuracy

	
	Illinois data
	Kyemba Data

	SVM
	76.85
	79.06977

	MLP
	73.21
	70.93023

	RBF
	74.32
	76.74419

	RBF-Ensemble
	76.34
	77.90698

	MLP- Ensemble
	75.37
	73.25581

	SVM- Ensemble
	78.81
	82.55814

	SMPEM
	83.52
	89.53488


      Table 3: Prediction Accuracy of various classifiers
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Figure 5.a.Prediction Accuracy of different Classifiers for Illinois soil moisture data
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   Figure 5.b.Prediction Accuracy of different Classifiers for Kyemba soil moisture data

The experimental results have proved that the proposed ensemble model performs better when compared to other standalone classifiers and single level ensemble classifiers obtained using RBF, MLP and SVM. The results of this study show that the application of the ensemble neural networks through the proposed method can improve the prediction accuracy. This model would be helpful to agricultural practioners and policy makers to build future scenarios. 

5. Conclusion and Future work
This paper proposes a soil moisture forecasting system for long term data gathering scenario. The ensemble model proposed combines the best rules of classifiers RBF, MLP and SVM. The experimental result shows that combining multiple models in an effective way, improves prediction performance of soil moisture content compared to individual learners. This system is helpful to the farmers by providing realistic information about the soil moisture statistics in future and the changes to be incorporated in the cropping pattern. In future, this work can be extended to the real deployment of soil moisture sensor nodes in the field of interest to collect the measurements and the performance of the proposed approach is to be investigated.

References

[1] L. Min-Hui and S. J.Famiglietti, 
       Precipitation Response to Land Subsurface  

        Hydrologic Processes in Atmospheric General  

       Circulation Model Simulations, Journal of  

        Geo-physical Research-Atmospheres,2011, 
        Vol. 116, Article ID: D05107.

[2] I.F.Akildiz, W.Su, Y.Sankarasubramaniam,    
       E.Cayirci, A Survey on sensor 
       netowks, IEEE Communications Magazine,  

       2002, vol.40 ,no. 8,pp.102-114.

[3]   N.Ramanathan, T.Schoellhammer, E.Kohler 
        Suelo,Human-assisted  sensing   for 
       exploratory soil monitoring studies, 
       Sensys’09,2009,pp. 197-210.
[4] Ning Wang,Naiqian Zhang,Maohua wang, Wireless sensors in agriculture and food industry-Recent development and future perspective, Computers and Electronics in Agriculture,2006.

[5] T.Dietterich, Ensemble methods in machine 
       learning, Proceedings of International      
      Workshop on Multiple Classifier  
      Systems, 2000, pp.1–15.

[6]  Kuncheva, L.I., Whitaker, C.J., Measures of 
      diversity in classifier ensembles and their 
       relationship ith the ensemble 
       accuracy. Machine Learning 51(2), 2003, 181–
      207.

[7] Freund, Y., Schapire, R.E., A decision-theoretic 
      generalization of on-line learning and an 
       application to   Boosting. Journal of Computer 
      and System Sciences 55(1), 1997, 119–139

 [8] P. Cunningham, J. Carney, S. Jacob, Stability 
       problems with artificial neural networks and 
       the ensemble solution, Artificial Intelligence in 
      Medicine 20 (3) ,2000, 217–225.

[9]  S. Gutta, H. Wechsler, Face recognition using 
       hybrid classifier systems, Proc. ICNN-96, 
       Washington,DC, IEEE Computer Society Press, 
       Los Alamitos, CA, 1996, pp. 1017–1022.

[10] F.J. Huang, Z.-H. Zhou, H.-J. Zhang, T.H. 
        Chen, Pose invariant face recognition, Proc. 
       4th IEEE International Conference on 
       Automatic Face and Gesture Recognition, 
       Grenoble, France, IEEE Computer Society 
        Press, Los Alamitos, CA, 2000, pp. 245–250.

[11]  H. Drucker, R. Schapire, P. Simard, Improving 
        performance in neural networks using a 
        boosting algorithm, Advances in Neural 

        Information Processing Systems,1993.

[12]L.K. Hansen, L. Liisberg, P. Salamon, 
        Ensemble methods for handwritten digit            

        recognition, in: Proc. IEEE Workshop on               

        Neural Networks for Signal Processing,  

        Helsingoer, Denmark, IEEE Press,  

        Piscataway,  NJ,1992, pp. 333–342.

[13] J. Mao, A case study on bagging, boosting and 
        basic ensembles of neural networks for OCR, 
       in: Proc.IJCNN-98, Vol. 3, Anchorage, AK, 
       IEEE Computer Society Press, Los Alamitos, 
       CA, 1998, pp. 1828–1833.

[14]K.J. Cherkauer, Human expert level 
       performance on a scientific image analysis 
       task by a system using combined artificial 
       neural networks, P. Chan, S. Stolfo, D. 
        Wolpert (Eds.), Proc. AAAI-96 Workshop on 
       Integrating Multiple Learned Models for   
       Improving and Scaling Machine Learning 
       Algorithms, Portland, OR, AAAI Press, Menlo 
       Park, CA, 1996, pp. 15–21.

 [15] Y. Shimshoni, N. Intrator, Classification of 
        seismic signals by integrating ensembles of   
        neural networks,IEEE Trans. Signal Process. 
        46 (5),1998, 1194–1201.

 [16] Hansen, L.K., Salamon, P., Neural network 
         ensembles, IEEE Transactions on Pattern Anal
        ysis and  Machine Intelligence 12(10),1990 
        993–1001
[17] Breiman, L., Bagging predictors, Machine 
       Learning 24 (2) , 1996, 123–140.
[18] H. Drucker, C. Cortes, L. Jackel, Y.       LeCun, and V. Vapnik, Boosting and other       ensemble methods, Neural Comput., vol. 6,   pp. 1289–1301, 1994. 

[19] D. H. Wolpert, Stacked generalization,         Neural Networks, vol. 5, no. 2, pp. 241– 259, 1992.

[20]  Hyun-Chul Kim, Shaoning Pang, Hong-Mo 
        Je, Daijin Kim, Sung Yang Bang,   
        Constructing support vector machine ensem
         ble, Pattern Recognition 36,2003.

[21]  Dr.A.Chitra,S.Uma ,An ensemble Model of 
        Multiple Classifiers for Time Series Prediction, 
        International Journal of Computer Theory 
        and Engineering ,Vol .2,No.3,June 2010.

 [22]Amanpreet Kaur, J K Sharma, Sunil 
        Agrawal, Artificial neural networks in 
         forecasting maximum and minimum relative 
         humidity, International Journal of Computer 
         Science and Network Security, 11(5):197-
         199, May 2011.

  [23]  Imran Maqsood, Muhammad Riaz Khan,  
           Ajith Abraham, An ensemble of neural 
           networks for weather forecasting, 
           NeuralComput & Applic (2004) 13, 112–122.

  [24] Mohsen Hayati and Zahra Mohebi. 
           Application of artificial neural networks for 
           temperature forecasting. World Academy of 
           Science, Engineering and Technology, 
           2007.

  [25] Dr. S. Santhosh Baboo, I.Kadar Shereef. 
  An efficient weather forecasting system             using artificial neural network, International             Journal of Environmental Science and             Development, 1(4):321-326, 2010.

 [26] Sergio Caltagirone, Air temperature 
             prediction using evolutionary artificial 
             neural networks. Master's thesis, 
             University of Portland College of 
             Engineering, 5000 N. Willamette Blvd. 
             Portland, OR 97207, 12 2001.
[27]Imran Maqsood, Ajith Abraham           Weather analysis using ensemble of            Connectionist learning paradigms,                     Applied Soft Computing 7, 2007.

  [28]Sanjay Mathur, Avinash Kumar, Mahesh Chandra. A feature based neural network model for weather forecasting, World Academy of Science, Engineering and Technology            34, 2007.
[29] J. Park, I.W. Sandberg, Universal             Approximation using radial basis   function,Neural Comput. 3 (2),1991, 246– 257.
   [30] Khalida Benmahdjouba , Zohra Ameura , 
          Mina Boulifaa,a ,Forecasting of Rainfall 
         using Time Delay Neural Network in Tizi-
         Ouzou (Algeria), Energy Procedia 36, 
        2013, 1138 – 1146.
[31]Dr.L.S.Jayashree, Forecasting of      
       Electricity Demands using Ensemble of 
       Classifiers”, International Journal of                     
       Applied Engineering Research, March                 
       2015.

 [32]Electricity consumption forecasting in        Italy using linear regression models Vincenzo Bianco, Oronzio Manca, Sergio Nardini, Energy 34,2009, 1413–1421.
[33]Ruiya Liang,Yanqiong Ding,Xuewa 
       Zhang,Wenchao Zhang,A real –Time 
       Prediction System of Soil Moisture content   

        Using Genetic Neural network        based on Annealing Algorithm, Proceedings of International Conference on Automation and Logistics, China,   September 2008.

[34] Hossein Tabari , P. Hosseinzadeh Talaee  ,         

       Patrick Willems, Short term forecasting of Soil 

       temperature using Artificial Neural Network, 

       Metrological Applications, 2015.

Classifier 3





Sink (SMFEM)








Test Data





Classifier 1: Radial Basis Function


Classifier 2: Back Propagation   


                    Network


Classifier3: Support Vector Machine





Predicted   Soil Moisture Output





Data Preprocessing (Training Data)





Ensemble of   Classifiers





Classifier 2





Classifier 1





Soil Moisture Data Set





Wireless Sensor Network





      Sensor Node   


         Sink node





Figure 1. Working of SMFEM Model
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