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Abstract: -  Enhancement of speech signal degraded by several types of noise is a topic of interest for last many years. The main aim of speech enhancement algorithm is to improve the quality and/or intelligibility of the noisy speech signals by using various techniques and algorithms. Among the all available methods, the spectral subtraction algorithm is the  one of the first algorithm proposed for removing additive background noise. This paper describes various noise reduction algorithms to analyse the performance of speaker verification in noisy environment. Speaker verification involves processing the speech signal and authenticating the speaker. The speaker verification process is affected by various factors such as noise, channel mismatch, health condition of the speaker, aging, emotion, fatigue etc. Speech signals from the uncontrolled environment may contain noise along with required speech components,  speech signals are degraded by this noise and it renders the performance of speaker verification systems unacceptable. We enhance the speech signal by using the  basic spectral subtraction and the modified approaches of spectral subtraction like spectral Subtraction with over subtraction, non-linear spectral subtraction and multiband spectral subtraction. The speech signal has been enhanced by each of the above methods then speaker models are trained with support vector machine using mel frequency cepstral coefficient of each speaker in the system. The performance of the speaker verification system is analysed with enhanced speech signal.
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1	Introduction
Speech denoising is a field of engineering that studies the methods used to recover an original speech from noisy signals corrupted by different types of noises. Noise may be in the form of white noise, pink noise, babble noise and many other types of noise present in the environment. Over the last decades, noise removal from speech signals is an area of interest of researchers during speech processing. This speech signal is affected by various factors such as noise, channel mismatch, health condition of the speaker, long term variability in people’s voice, emotion, fatigue etc. [9].  Speech signals from the uncontrolled environment may contain noise along with required speech components. Speech signal degraded by additive noise, make the listening task difficult for a direct listener, giving poor performance in automatic speech processing tasks like speech recognition speaker verification, hearing aids, speech coders etc. [3]. The degraded speech therefore needs to be processed for the enhancement of speech components. The aim of speech enhancement is to improve the quality and intelligibility of degraded speech signal. Improving quality and intelligibility of speech signals reduces listeners fatigue; improve the performance of hearing aids, cockpit communication, video conferencing, speech coders and many other speech systems. There are many noise reduction algorithms exists in the literature. Each method has its own advantages and disadvantages. A literature survey is done to choose a method among the existing methods. In Kalman Filtering method,  speech enhancement is done by recording the noisy speech and noise separately and then subtracting noise from the noisy speech however the problem with this method is that,  when the noise varies continuously in the environment then this method is not feasible[8]. In Voice Activity Detection method, the speech enhancement is done by detecting the voiced and unvoiced parts of speech then the unvoiced part  is considered as noise however the unvoiced part cannot be considered as noise because voiced part may be affected by noise [19]. In this paper, it is proposed to enhance the speech signal by using the principles of spectral subtraction algorithms, such as basic spectral subtraction, spectral subtraction with over subtraction, non linear spectral subtraction, multiband spectral subtraction.  These methods enhance the speech even if noise is not constant in the environment and  the noise affects the important spectral components of the speech [1]. The performance of the enhanced speech is analysed by building speaker verification system.
	The outline of the paper is given below. Section 2 describes the system architecture of the proposed speech enhancement by spectral subtraction. The algorithm related to spectral subtraction are explained in section 3.  Section 4 describes the speaker verification system using support vector machine. Section 5 presents performance analysis of speaker verification system. Finally, Section 6 concludes of the paper.

2	Proposed system
Speech samples are collected in a noisy environment and noise denoising algorithms such as Basic Spectral Subtraction(BSS), Spectral Subtraction with Over Subtraction(OS), Non-Linear Spectral Subtraction(NLSS) and MultiBand Spectral Subtraction(MBSS) are applied to the speech samples. Mel frequency cepstral coefficients are extracted  from noisy and noise reduced speech samples obtained from each of the above methods  and it is trained with Support Vector Machine (SVM) to get the speaker  model. Same process is done in testing part till feature extraction and the features are tested with the training model already created to verify that speaker is accepted or rejected.

[image: D:\project\desktop content\f1.PNG]
Figure 1.  Proposed system design 
3 Speech enhancement algorithms
This section explains about the various basic spectral subtraction algorithms used in our proposed work.  Mel frequency cepstral coefficient feature algorithm  is explained in 3.5.

3.1	Basic Spectral Subtraction(BSS) 
Speech is non-stationary signal where properties change quite rapidly over time. This is fully natural it makes the use of  DFT impossible. For most phonemes, the properties of the speech remain invariant for a short period of time (5-100ms).Thus for a short window of time, signal processing methods can be applied successfully. Most of speech processing is done in this way by taking short windows and processing them. The short window of signal is called as frame. In speech recognition the windows are usually overlapping windows, which are analyzed in order to make hypothesis of the current phoneme.
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Figure 2.  Basic spectral subtraction
The hypotheses are combined over several frames and finally the decision is made to maximize the joint probability. It is a good idea to use overlapping windows summing approximately to 1. Hanning-window has the property of summing to 1 when the time difference between successive windows is half of the length of the window. So hanning window has been used for windowing in our system. After windowing process, using Fast Fourier Transform(FFT) the noisy signal in the time domain is converted to frequency domain to analyze the amplitude, frequencies and phase clearly.  The noisy signal is converted to frequency domain in which phase and magnitude are present. Magnitude is affected by noise and phase is not affected by noise hence the phase is stored which is used in later stage for restoration of phase. The estimation of noise is carried out using adaptive noise spectral estimation. In this method, the noise is estimated in frequency domain, the values of α and β are set to 0.9 and 2 respectively and noise is estimated for each frequency bin in each frame based on the following condition : 
noise_mag = signal_mag;
if  (signal_mag(l, k) > β * noise_mag(l, k-1)) then
noise_mag(l, k) = noise_mag(l, k-1)
else
noise_est=(1-alpha)*signal_mag(l,k)+    
                 α *noise_mag(l,k-1)
noise_mag(l, k) = noise_est;
where,
signal_mag - magnitude of signal.
noise_mag - magnitude of noise.
noise_est - estimate of noise.
The estimated noise is subtracted from the magnitude of  FFT of the signal. If the estimated noise is greater than actual signal then subtraction lead to negative value in the magnitude so if the estimated noise is greater than actual signal then magnitude is replaced by zero, this process is called as half wave rectification. After the subtraction of noise and half wave rectification, the phase which is already stored is restored to maintain phase information. After restoration of phase, inverse fourier transform is applied to convert frequency domain to time domain to get the enhanced speech.

3.2	Spectral Subtraction with Over 	Subtraction(OS)
In basic spectral subtraction due to half-wave rectification process, small isolated peaks in the spectrum occur at random frequency locations in each frame. Thus the  enhanced signal in the time domain, these peaks sound like tones with frequencies that change randomly from frame to frame. This new type of noise introduced by the half-wave rectification process is called as warbling and of tonal quality  is commonly referred as musical noise. Hence over subtraction is a method to reduce musical noise. In this method, if the estimated noise is greater than actual noise then the following formula is applied:
if |Y j(w)|2 >(a+b) |De(w)|2
|Xej(w)|2 = |Y j(w)|2 - |De(w)|2
else
b|De(w)|2 
With a >= 1 and 0 < b <= 1
|Xej(w)| denotes the enhanced spectrum
|De(w)| is the noise spectrum
Where ,
a is over subtraction factor
b is the spectral floor parameter
If b is too large, then the residual noise will be audible but the musical issues related to spectral subtraction is reduced. Parameter ‘a’ affects the amount of speech spectral distortion. If ‘a’ is too large then resulting signal will be severely distorted and intelligibility may suffer. If ‘a’ is too small noise remains in the enhanced speech signal. When a >1, the subtraction can remove all of the broadband noise by eliminating most of wide peaks. Therefore, in our system, the value of is a is set as 1 and value of b is set as 0.3

3.3	Non-Linear Spectral Subtraction(NLSS)
NLSS is a modification of the method which suggests to make the over subtraction factor frequency dependent and the subtraction process non-linear. In case of NLSS assumption is that, noise does not affects all spectral components equally. Certain types of noise may affect the low frequency region of the spectrum more than high frequency region. This suggests the use of a frequency dependent subtraction factor for different types of noise. Due to frequency dependent subtraction factor, subtraction process becomes non linear. Larger values are subtracted at frequencies with low SNR levels and smaller values are subtracted at frequencies with high SNR levels. The subtraction rule used in the NLSS algorithm has the following form:
if  |Y(w)| >a(w)N(w)+b|De(w)|
|Xe(w)| = |Y(w)| - a(w)N(w)
else
b|Y(w)|
Where, 
b is the spectral floor set to 0.1
|Y(w)| and |De(w)| are the smoothed estimates of noisy speech and noise respectively.
a(w) is a frequency dependent subtraction factor
N(w) is a non-linear function of the noise spectrum 
Where,
N(w) = Max (|De(w)|)
The N(w) term is obtained by computing the maximum of the noise magnitude spectra |De(w)| over the frames.
The a(w) is given as,
 a(w) = 1/r + p(w)
where ‘r’ is a scaling factor and p(w) is the square root of the posteriori SNR estimate given as 
P(w) = |Y(w)| / |De(w)|

3.4 Multi Band Spectral Subtraction(MBSS)
In MBSS approach the speech spectrum is divided into N overlapping bands and spectral subtraction is performed independently in each band. The process of splitting the speech signal into different bands can be performed either in the time domain by using band pass filters or in the frequency domain by using appropriate windows. The estimate of the clean speech spectrum in the ith band is obtained by 
|Xei(wk)|2= |Yi(wk)|2 – aidi|Di(wk)|2
bi< (wk) <ei
Where
wk = 2(pi)k/N , k = 0, 1, ……N are the discrete frequencies
|Dei(wk)|2 - estimated noise power spectrum 		         obtained  during speech absent 		         segment
ai -  over subtraction factor of ith band.
di -  an additional band.
Subtraction factor can be individually set for each frequency band to customize the noise removal process.  bi and ei are the beginning and ending frequency bins of the ith frequency band. The band specific over subtraction factor is a function of the segmented SNRi  of the ith frequency band and is computed as follows
4.75 	SNRi< -5
    ai= 3/20	(SNRi)	- 5 <SNRi< 20
1 	SNRi> 20
The values for di are set to
1			fi< 1 KHz
di = 2.5 		1KHz < fi< (Fs/2)-2KHz
1.5 		fi> (Fs/2)-2KHz
Where fi is the upper frequency of the ith band and Fsis the sampling frequency in Hz.

3.5 Feature extraction
MFCC(Mel Frequency Cepstral Coefficients) which gives the features of the speech  are extracted from the speech signal. The process followed in extracting mfcc is as follows:
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Figure 3.  Feature Extraction
Speech signal is segmented in to frames of 30 ms and overlapping factor is set to 256 and hamming window is applied. Then DFT is calculated for each frame. Filter bank amplitudes is obtained by setting the  number of filters as 20 in the filter bank and giving the length of FFT and sampling frequency of each sample. Then magnitude of FFT is multiplied with filter bank amplitudes. A set of 20 MFCC coefficients is extracted for each and every single frame after taking log and direct cosine transform.

4 Support Vector Machine(SVM)
An SVM is a two-class classifier constructed from sums of a known kernel function K ( . , . ) to define a hyper plane.

where  {1,−1}  are the target values,   . The vector Xi ⊆ Rn are support vectors and obtained from the training.  This hyperplane will separate given points into two predefined classes. Suppose a training set  s=((x1, y1), . . . , (xl, yl) }1i=1 ⊆ (X x U)l  and a kernel function K(xi,xj)  =  < ϕ(xi), ϕ(xj) >  on X × X is given, where < . , . > denotes the inner product and  ϕ maps the input space X to another high dimensional feature space F. With suitably chosen  ϕ, the given nonlinearly separable samples S may be linearly separated in F. The idea of the kernel function is to enable operations to be performed in the input space rather than the potentially high dimensional feature space. Hence the inner product does not need to be evaluated in the feature space. We want the function to perform mapping of the attributes of the input space to the feature space. The kernel function plays a critical role in SVM and its performance. There are three common kernel functions for non linear mapping.
1. Polynomial: A polynomial mapping is a popular method for non-linear modeling. The second kernel is usually preferable as it avoids problems with the hessian becoming Zero.
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2. Gaussian Radial Basis Function: Radial basis functions most commonly with a Gaussian form
       
3.Exponential Radial Basis Function:  A radial basis function produces a piecewise linear solution which can be attractive when discontinuities are acceptable.
			
Each speakers training utterances are used to train SVM with  linear kernel. There are totally three speakers are considered in the system.  50 speech utterances are collected from each speaker, from which 30 utterances are used for training and 20 utterances are used for testing. The speech utterances are collected in the noisy environment. Speech utterances are collected in the environment with white noise and babble noise. White noise is the fan noise and babble noise is the group of speakers talking at the background.  MFCC features are extracted from each utterance. Speech utterances are enhanced using the methods described in section 3. SVM is trained using the noisy speech utterances and enhanced speech utterances for each speaker separately. Similarly, the testing also carried out using the noisy speech utterance and enhanced speech utterance. 

5 Performance analysis
The performance of the enhanced speech is analyzed using the metrics Signal to Noise Ratio(SNR) and Equal Error Rate(EER).
Signal to noise ratio(SNR): SNR is used to analyse the amount of noise present in the speech signal.
SNR= [Power of signal]/[Power of noise]

If the SNR value is low, amount of noise present in the signal is high as they are inversely proportional and vice versa. Average of SNR values of speech utterances of all the speakers are estimated for the speech utterances with white noise, babble noise  and noise enhanced speech utterances.  The SNR values are  tabulated in Table 1 and Table 2 respectively.

Table 1. SNR comparison in white noise 	environment

	Speech enhancement algorithm
	SNR

	Noisy speech signal
	-1.0865304

	BSS
	-1.069016933

	OS
	-1.086080467

	NLSS
	-1.081474867

	MBSS
	-1.082062133


From Table 1, It has been noted that BSS has the highest SNR value and hence speech samples enhanced by BSS will have less noise prevailing in white noise environment.
Table 2.  SNR comparison in babble noise 		environment
	Speech enhancement algorithm
	SNR

	Noisy
	-1.0937567

	BSS
	-1.0968016

	OS
	-1.0968015

	NLSS
	-1.0915377

	MBSS
	-1.0932961


From Table 2, it was found that NLSS method has the highest SNR value in babble noise environment. This means that NLSS method will have less noise prevailing in babble noise environment.
Equal Error Rate(EER): The rate at which the false acceptance is equal to the false rejection rate.  EER is calculated for the SVM based speaker verification system using the white noise enhanced speech signal and the values are tabulated in Table 3.

Table 3. Performance of speaker verification system using the white noise enhanced speech utterances

	Speech enhancement algorithm
	EER(%)

	BSS
	5.0

	OS
	15.62

	NLSS
	15.4

	MBSS
	15.4


Table 3 shows that basic spectral subtraction method has the lowest EER value. This shows that BSS method is effective in speaker verification process in white noise environment.
EER is calculated for the SVM based speaker verification system using the babble  noise enhanced speech signal and the values are tabulated in Table 4.

Table 4. Performance of speaker verification system using the babble noise enhanced speech utterances

	Speech enhancement algorithm
	EER(%)

	BSS
	2.7

	OS
	2.7

	NLSS
	2.6

	MBSS
	2.7



Table 4  shows that basic spectral subtraction method has the lowest EER value. This shows that BSS method is effective in speaker verification process in babble noise environment.


5 Conclusions
Speaker verification process is affected by many factors such as noise, channel mismatch, aging etc. In this paper,  noise enhancement is considered to improve the quality of the speech signal.  In our work,  four methods such as basic spectral subtraction, over subtraction, non-linear spectral subtraction, and multiband spectral subtraction are used for  speech enhancement. The speech signal with white noise, BSS has lowest EER thus BSS has the higher accuracy in environment with white noise. The speech signal with babble noise NLSS has lowest EER thus NLSS has the higher accuracy in environment with babble noise. 
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